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Sensitivity Analysis for Nonlinear
Heat Conduction
Parameters in the heat conduction equation are frequently modeled as temperature de-
pendent. Thermal conductivity, volumetric heat capacity, convection coefficients, emissiv-
ity, and volumetric source terms are parameters that may depend on temperature. Many
applications, such as parameter estimation, optimal experimental design, optimization,
and uncertainty analysis, require sensitivity to the parameters describing temperature-
dependent properties. A general procedure to compute the sensitivity of the temperature
field to model parameters for nonlinear heat conduction is studied. Parameters are mod-
eled as arbitrary functions of temperature. Sensitivity equations are implemented in an
unstructured grid, element-based numerical solver. The objectives of this study are to
describe the methodology to derive sensitivity equations for the temperature-dependent
parameters and present demonstration calculations. In addition to a verification problem,
the design of an experiment to estimate temperature variable thermal properties is dis-
cussed. @DOI: 10.1115/1.1332780#

Keywords: Conduction, Parameter Estimation, Heat Transfer

Introduction
Temperature dependence of parameters in the heat conduction

equation must be accounted for in many problems. For example,
thermal conductivity, volumetric heat capacity, convection coeffi-
cients, emissivity, contact conductance, and source terms may
demonstrate a dependence on temperature. Except for relatively
simple situations where closed form analytical solution can be
derived, obtaining a solution when parameters depend on tem-
perature requires a numerical method. A common numerical
method is to approximate the temperature dependence via basis
functions, such as piecewise-linear. Parameters in the functions
that describe the temperature dependence may be known with
varied levels of accuracy. In many instances, data are only avail-
able at discrete temperatures and the analyst must use engineering
judgment to approximate the behavior between data points.
Knowing the sensitivity of the solution to parameters that describe
the temperature dependence would be valuable to the thermal ana-
lyst. Sensitivity analysis for nonlinear heat conduction owing to
temperature-dependent properties is the focus of this paper.

Sensitivity analysis determines the partial derivative of the state
variable~temperature for thermal problems! with respect to model
parameters~thermal conductivity, volumetric heat capacity, con-
vection coefficient, emissivity, etc.!. This partial derivative is
called a sensitivity coefficient. Although valuable insight may be
gleaned from sensitivity coefficients in their own regard, there are
many other applications as well. They are used in parameter esti-
mation ~@1–3#!; optimal experimental design~@4–7#!; and uncer-
tainty or error analysis~@8–10#!.

Previous formulations for sensitivity analysis are closely related
to perturbation based methods. Probabilistic finite elements of
structural dynamics are studied for linear~@11#! and nonlinear
~@12#! cases. Emergy and Fadale@13# present a formulation for
nonlinear heat conduction, which extends their prior work for the
linear problem~@10#!. Thermal properties are treated as random
field parameters in Nicolai and De Baerdermaeker@14,15#.

There are several approaches to calculate sensitivities~@16#!.
The method used here is to differentiate the describing equations
with respect to parameters to derive sensitivity equations that are
numerically solved. All previously cited references use a similar
approach, with one difference. In this paper continuum equations,

instead of discrete equations, are used to derive the sensitivity
equations. Previous investigations~@11–15#! have derived the sen-
sitivity equations from discrete describing equations. While the
two approaches may result in the same numerical value for sensi-
tivity, we believe there is additional insight available from the
sensitivity equations as derived in this paper, which is not avail-
able from previous approaches.

Temperature dependence of parameters is discussed next. Sen-
sitivity equations for nonlinear heat conduction are derived and
discussed in the following section. Then numerical examples are
shown including a verification problem and model of an experi-
ment being designed to estimate temperature-dependent thermal
properties of a low thermal conductivity material~polyurethane
foam!.

Temperature-Dependent Parameters
Temperature dependence of parameters can be represented in

various ways. For generality, temperature dependence of param-
eterg(T) is assumed to have an arbitrary functional form

g~T!5(
j 51

Ng

gju j
g~T!. (1)

Eq. ~1! could, for example, be piecewise linear or a spline func-
tion, wheregj are constants, andu j

g(T) is the j th basis function
describing parameterg(T); there areNg terms to describeg(T). It
is possible that different temperature-dependent parameters will
use different approximations. Representing the temperature de-
pendence, as shown in Eq.~1!, allows for generality and flexibil-
ity. Furthermore, temperature-dependent functions are
parametrized—i.e., represented with a series of constant param-
eters. Consequently, standard calculus can be used to compute
sensitivity ~derivatives!. Another approach is to consider the
temperature-dependent parameters as functions, i.e., infinite-
dimensional. In this case variational methods are needed to calcu-
late the derivatives. This approach is not considered further in this
paper but may be a more efficient way to get sensitivity to
temperature-dependent functions.

Using Eq. ~1! temperature-dependent parameters are repre-
sented as a collection of constant parameters. The number of pa-
rameters that represent the temperature dependence~and associ-
ated basis functions! can vary by parameter. We have solved
problems that require nominally 5–10 parameters to describe the
temperature dependence of a thermal property and/or boundary
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coefficient. Hence when multiple materials with temperature-
dependent properties are present, the total number of parameters
can become quite large; hundreds of sensitivity coefficients may
be required. In this study only first-order sensitivity is discussed.
Computational requirements for second-order analysis are signifi-
cantly greater~@16#!.

Sensitivity analysis, as will be shown later, requires the deriva-
tive of the functiong(T) with respect to temperature. The deriva-
tive can be related to the original description as

dg~T!

dT
5(

j 51

Ng

gjf j
g~T!, (2)

where

f j
g~T![

du j
g~T!

dT
. (3)

The derivativedg(T)/dT in Eq. ~2! will have the same coeffi-
cients,gj , as the functiong(T) in Eq. ~1!. Basis functions for
dg(T)/dT, however, are the derivative~with respect to tempera-
ture! of the basis functions forg(T); see Eq.~3!. We note that it
is possible that the derivative of the basis function will be discon-
tinuous. An example is a piecewise linear function, which would
have a discontinuous derivative at points joining linear segments
with different slopes.

Equation for Nonlinear Heat Conduction
Sensitivity equations for general nonlinear heat conduction are

derived in this section. Equations are implemented in an unstruc-
tured grid, control-volume finite-element code. Hence, an integral
equation description is presented. An analogy to the differential
formulation of the equations is straightforward~@17#!. Sensitivity
equations in this paper extend the work in~@16#!, which consid-
ered linear heat conduction with constant parameters. Prior to dis-
cussing sensitivity equations, a formulation for the temperature
field is presented.

Temperature Equations. The integral energy equation for a
multidimensional body with temperature-dependent thermal prop-
erties and source term is

E E E
V

C~T!
]T

]t
dV1E E

A

qY •dAY 5E E E
V

ė-~T!dV. (4)

The heat flux is represented with Fourier’s Law

qY 52 k̃~T!•¹T, (5)

wherek̃(T) can be, in general, a full thermal conductivity tensor.
In this work k̃(T) only has diagonal entries that represent an
orthotropic material

k̃~T!5F k11~T! 0 0

0 k22~T! 0

0 0 k33~T!
G . (6)

Flux conditions are prescribed on part of the boundary (Ab)
with the three types of prescribed heat flux~constant, convection,
and radiation!written in a single equation of the form

E E
Ab

qY •dAY 5E E
Ab

2( k̃~T!•¹T))xYb
•dAY 5E E

Ab

q̇b9n̂•dAY ,

(7)

where

q̇b95S q̇09 along xYb1

q̇c95h~T!~T2T`! along xYb2

q̇r95«~T!s~T 42T r
4! along xYb3

. (8)

Convection coefficient and emissivity are assumed to be
temperature-dependent. A temperature condition is prescribed
along the remaining boundary

T~xYb4
!5Tb . (9)

The initial condition is

Tu t505T0 . (10)

Sensitivity Equations

Definition. Although there are other dependent variables for
which sensitivity is important, sensitivity coefficients related to
temperature are studied in this paper. The sensitivity coefficient is
the partial derivative of temperature with respect to a parameter,
which is ]T/]pi for a parameterpi . Scaling allows sensitivity
coefficients for different parameters to be directly compared. A
scaled sensitivity coefficient is

Tpi
[pi

]T

]pi
. (11)

Scaled sensitivity coefficients have units of temperature, allowing
magnitudes for different parameters to be directly compared to
temperature scales — e.g., magnitude of the transient temperature
rise—within the problem.

Describing equations. To derive scaled sensitivity equations,
the energy equation in Eq.~4! is differentiated with respect to an
arbitrary parameter,pi , which represents thei th parameter de-
scribingp(T), and multiplied by that parameter.~While sensitiv-
ity is being computed for parameterp(T), the equations have
other temperature-dependent parameters, which are arbitrarily re-
ferred to in the coming discussion asg(T). Only one parameter
satisfiesp(T)5g(T)!. Note that the parameterpi is assumed to be
independent of time and space so that it can be moved inside the
integral sign. Differentiating Eq.~4!, multiplying by the param-
eter, and interchanging the order of differentiation and integration
results in

E E E
V

pi

]C~T!

]pi

]T

]t
dV1E E E

V

C~T!
]Tpi

]t
dV

1E E
A

S pi

]qY

]pi
D •dAY 5E E E

V

pi

]ė-~T!

]pi
dV. (12)

The dependent variable in Eq.~12! is Tpi
. The partial derivative

with respect to the heat flux is addressed first. Expanding the third
term of Eq.~12!, after substituting from Fourier’s law, gives

pi

]qY

]pi
5pi

]

]pi
@2 k̃~T!•¹T#52 k̃~T!•¹Tpi

2pi

] k̃~T!

]pi
•¹T.

(13)

The differentiation process results in partial derivatives of
temperature-dependent parameters—for examplepi] k̃(T)/]pi in
Eq. ~13!. First, we write these partial derivatives for an arbitrary
parameter,g(T). By taking the partial derivative of Eq.~1!, the
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derivative of an arbitrary temperature-dependent parameter is ob-
tained

pi

]g~T!

]pi
5(

j 51

Ng

gj pi

]u j
g~T!

]pi
1H giu i

g~T! p5g

0 otherwiseJ . (14)

Using the chain rule, the first term on the right side of Eq.~14!can
be related to the derivative ofg(T)

(
j 51

Ng

gj pi

]u j
g~T!

]pi
5(

j 51

Ng

gj

du j
g~T!

dT
pi

]T

]pi
5

dg~T!

dT
Tpi

. (15)

The final expression in Eq.~15! follows from the derivative de-
fined in Eqs.~2! and ~3!. Equation~14! can be rewritten with the
result of Eq.~15! as

pi

]g~T!

]pi
5

dg~T!

dT
Tpi

1H giu i
g~T! p5g

0 otherwiseJ . (16)

The partial derivative of a temperature-dependent parameter has
two contributions. The first term on the right side of Eq.~16!
arises for all temperature-dependent parameters, regardless ofpi .
It is the derivative of the parameter, with respect to temperature,
multiplied by the scaled sensitivity coefficient. The second term in
Eq. ~16! is only nonzero when the parameterpi is a coefficient
describing the function—i.e.,p5g.

The derivative of the thermal conductivity tensor, with respect
to the parameterpi in Eq. ~13!, can be written as

pi

] k̃~T!

]pi
5

dk̃~T!

dT
Tpi

1H kll, iu i
kll ~T! p5kll

0 otherwise
J . (17)

The final term on the right side of Eq.~17! is only nonzero when
we are computing sensitivity tokll .

Substituting Eq.~17! into Eq. ~13! allows the partial derivative
of the heat flux, with respect to parameterpi , to be arranged as

pi

]qY

]pi
52 k̃~T!•¹Tpi

2S dk̃~T!

dT
•¹TDTpi

2H kll, iu i
kll ~T!

]T

]xl
êl p5kll

0 otherwise
J . (18)

The scalarTpi
has been moved outside the product in the second

term on the right side of Eq.~18!. The first term on the right side
of Eq. ~18! is present even for constant conductivity; the second
term only appears for temperature dependent properties.

The remaining partial derivatives of temperature-dependent pa-
rameters in Eq.~12! are written by inspection from Eq.~16!

pi

]C~T!

]pi
5

dC~T!

dT
Tpi

1H Ciu i
C p5C

0 otherwiseJ (19)

pi

]ė-~T!

]pi
5

dė-~T!

dT
Tpi

1H ėi-u i
ė p5ė-

0 otherwise
J . (20)

Substituting the partial derivatives from Eq.~18! through Eq.~20!
into Eq. ~12!, the integral sensitivity equation for nonlinear heat
conduction for an arbitrary parameterpi can be arranged as fol-
lows:

E E E
V

C~T!
]Tpi

]t
dV2E E E

A

@ k̃~T!•¹Tpi
#•dAY 1E E E

V

FdC~T!

dT

]T

]t GTpi
dV

2E E
A

Fdk̃~T!

dT
•¹TGTpi

•dAY 2E E E
V

S dė-~T!

dT
Tpi

D dV

52H E E E
V

Ciu i
C~T!

]T

]t
dV p5C

0 otherwise
J 1H E E

A
F kll, iu i

kll ~T!
]T

]xl
êlG •dAY p5kll

0 otherwise
J

1H S E E E
V

ėi-u i
ė~T!dVD p5ė-

0 otherwise
J . (21)

Terms on the left side of Eq.~21! depend on the sensitivity coef-
ficient and are present regardless ofpi . Right side contributions
do not depend on the sensitivity coefficient (Tpi

) and are nonzero
whenpi is certain parameters—i.e., those appearing in the energy

equation.
Boundary conditions for the sensitivity equation are obtained

by performing the same differentiation procedure on the boundary
conditions in Eq.~7! through Eq.~9!. Prescribed flux boundary
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conditions for sensitivity are

pi

]

]pi
E E
Ab

qY •dAY

5E E
Ab

2F k̃~T!•¹Tpi
1S dk̃~T!

dT
•¹TDTpi

GU
xYb

•dAY

1E E
Ab

pi

]q̇b9

]pi
n̂•dAY , (22)

where

pi

]q̇b9

]pi
5H q̇09 p5q̇09

0 otherwiseJ along xYb1
(23a)

pi

]q̇b9

]pi
5pi

]q̇c9

]pi
5h~T!Tpi

1
dh~T!

dT
~T2T`!Tpi

1H hiu i
h~T!~T2T`! p5h

0 otherwiseJ along xYb2

(23b)

pi

]q̇b9

]pi
5pi

]q̇r9

]pi
54«~T!sT3Tpi

1
d«~T!

dT
s~T42Tr

4!Tpi

1H « iu i
«~T!s~T42Tr

4! p5«

0 otherwiseJ along xYb3

(23c)

The sensitivity boundary condition for a prescribed boundary tem-
perature is

Tpi
~xYb4

!5H Tb p5Tb

0 otherwiseJ . (24)

The sensitivity initial condition is

Tpi
u t505H T0 p5T0

0 otherwiseJ . (25)

Discussion. Sensitivity to an arbitrary parameterpi for non-
linear heat conduction is described by Eq.~21! through Eq.~25!.
Parameterpi can represent any parameter in the model. All pa-
rameters that can depend on temperature have been included.
Table 1 summarizes the form of the right side of the sensitivity
equation, boundary conditions, and initial condition for the pos-
sible parameters thatpi represents. The left side of the equation is
as given in Eq.~21!, where RHS refers to the right side of this
equation. This table parallels Table 4 presented in~@16#! for con-
stant thermal properties.

The approach taken in this paper differentiates the describing
equations to derive the sensitivity equation. Previous investigators
~@11–15#! have differentiated the discretized equations. Although
the two approaches should give the same numerical sensitivity, we
believe there is additional insight available from the equation in
this paper. The equations can be studied like conservation equa-
tions to provide physical insight to the sensitivity. The sensitivity
equations are discussed next.

The first two terms in the sensitivity equation, Eq.~21!, are
identical in form to the first two terms in the describing equation
for temperature, which represent the capacitance and diffusion
effects in Eq.~4!; an analogous term for the volumetric source in
the temperature equation is not seen in the sensitivity equation.
The third through the fifth terms on the left side of Eq.~21! are the
result of parameters being temperature-dependent. All three terms

contain the derivative of a parameter with respect to temperature
and the scaled sensitivity coefficient; these terms are zero if those
parameters are constant. The fourth term is similar to the convec-
tion term as it involves a surface integral. However, ‘‘velocity’’ is
equal to a heat flux like term calculated using the derivative of the
conductivity (dk̃(T)/dT•¹T). The third and fifth terms on the
left side are volumetric source-like terms, but are multiplied by
the sensitivity coefficient.

When the parameter of interest is in the describing equation
there is a right side contribution for the sensitivity equation in Eq.
~21!. ~At most, one of these terms is nonzero for a particular
parameterpi .! The right side terms are completely known, assum-
ing the temperature has been previously calculated. The form of
these terms is analogous to those terms appearing in the tempera-
ture equation that contain the same parameters. However, the
temperature-dependent parameter is represented with a single
term from the approximation in Eq.~1!—i.e., we take only thei th

term from the summation in Eq.~1!.
Flux boundary conditions for the sensitivity equations in Eq.

~23a! through Eq.~23c! have additional terms as well, with the
exception of a specified constant flux in Eq.~23a!. A term that
contains temperature, and the derivative of the parameter with
respect to temperature, is added for prescribed convection and
radiation conditions. Similarly, an additional term is added if the
sensitivity parameter,pi , appears in the boundary condition. The
term looks like the applied~convective or radiative! flux, except
only a single term from the approximation of the temperature
dependent parameter is included.

An important result is that even though the describing equations
for temperature arenonlinear, the resulting equations for sensitiv-
ity are linear. It appears to be the rule that nonlinear field equa-
tions produce linear sensitivity equations; the authors are not
aware of any exception published in the literature. An explanation
for this outcome is that the process of differentiation only operates
on one piece of the nonlinear term in the field equation at a time.
Hence, by definition we will only have linear multiples for the
derivative~sensitivity! when we differentiate. For example, con-
sider a term that is nonlinear inT

g~T!T2¹T. (26)

The corresponding terms for sensitivity ofT to parameterk are

dg~T!

dT

]T

]k
T2¹T1g~T!2T

]T

]k
¹T1g~T!T2¹S ]T

]k D . (27)

Each term in Eq.~27! has a linear dependence on the derivative,
]T/]k, regardless of the form ofg(T). We note that Eq.~27! is
nonlinear in terms ofT, but since we tacitly assume we will solve
the field equation first this nonlinearity does not complicate mat-
ters. Finally, there is a difference between a nonlinear differential
equation, which contains nonlinear multiples of the dependent
variable~solution nonlinearity!, and a field variable~temperature!
which is a nonlinear function of the parameter~parameter nonlin-
earity!. Parametric nonlinearity exists when the unscaled sensitiv-
ity equation is a function of the parameter. Parametric nonlinearity
can exist, and often does, even though the solution is linear; most
sensitivities for constant properties demonstrate this outcome
~@16#!. Solution nonlinearity, on the other hand, insures parametric
nonlinearity due to the inherent dependence of the unscaled sen-
sitivity equations on the field variable~temperature!, and hence
the parameter.

Linear sensitivity equations may allow for computational sav-
ings compared to a finite difference approximation of the sensi-
tivity coefficient, where two nonlinear solutions are required to
numerically approximate a sensitivity coefficient. At most, solv-
ing sensitivity equations will require the same computational ef-
fort as a finite difference approximation. Only when the tempera-
ture is obtained with a linear solution will computational efforts
be similar.
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Sensitivity equations fornonlinear heat conduction have sev-
eral additional left side terms compared to the temperature equa-
tion. In contrast, sensitivity equations for linear problems do not
contain additional left side terms compared to the temperature
equation. Sensitivity equations for the linear case are identical to
the temperature equations, except for known right side contribu-
tions ~@16#!. This outcome for the linear case allows for potential
computational savings by storing the global matrices after they are
assembled for the temperature. Subsequent sensitivity problems
can use the stored global matrices, and only a right side contribu-
tion needs to be calculated. If one can afford the storage for an LU
decomposition algorithm, the decomposition can be used for effi-
ciently solving for multiple sensitivities that only vary by their
right-hand sides.

Emergy and Fadale@13# suggest solving the~linear! sensitivity
equations for nonlinear heat conduction in an iterative procedure
to avoid altering the structure of their finite element code. Global
matrices are formulated and stored to calculate temperature. Sub-
sequent sensitivity calculations use the same global matrices. The
additional left side terms in the sensitivity equations, compared to
the temperature equations are moved to the right side, and the
equations are solved iteratively. This procedure saves recomput-
ing the global matrices, but requires an iterative solution. Effi-
ciency may be improved by adding the contributions from the
additional terms to the stored global matrices that arise in the
sensitivity equations. Then sensitivity can be solved in a linear
manner. We do not reuse any of the assembled global matrices

Table 1 Definition of various right-hand side and initial Õboundary condition terms for the sensitivity coefficient equations. RHS
refers to the right-hand side of Eq. „21….
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since we want to address very large problems for which storage of
the global matrix is not practical.

Numerical Solution. The details of the numerical methods
to solve the temperature and sensitivity equations are described in
~@18#!. An unstructured grid numerical solver based on a control
volume finite element formulation for spatial discretization and
implicit time discretization is used. The code architecture has been
designed such that multiple equations can be solved. With this
design, solving sensitivity equations requires writing additional
element assembly routines for the desired sensitivity equations.

Numerical Examples

Verification Problem. A one-dimensional slab of thickness,
L, with temperature-dependent thermal conductivity is studied.
The boundaries are isothermal. A mathematical description of the
problem can be written as

d

dx S k~T!
dT

dxD50 (28)

Tux505TL (29a)

Tux5L5TR . (29b)

Thermal conductivity is represented with two piecewise-linear
segments

k~T!5H k1S 12
T2T1

T22T1
D1k2S T2T1

T22T1
D , ~T1<T<T2!

k2S 12
T2T2

T32T2
D1k3S T2T2

T32T2
D , ~T2,T<T3!

J .

(30)

An analytical solution can be obtained by integrating Eq.~28!.
Performing the integration over the two temperature segments that
conductivity is defined and applying continuity between the two
segments, gives quadratic equations to calculate temperature

H b1

2
T21~k12b1T1!T1C1 ~T1<T<T2!

b2

2
T21~k22b2T2!T1C2 ~T2,T<T3!

J 50. (31)

In Eq. ~31! the slopes of the linear conductivity segments are

b i5S ki 112ki

Ti 112Ti
D , i 51,2 (32)

and the constant terms~with regard to the unknown temperature!
are

C152Fb1

2
TL

21~k12b1T1!TLG S 12
x

L D
1H ~b22b1!

2
T2

21@~k22b2T2!2~k12b1T1!#T2J x

L

2Fb2

2
TR

21~k22b2T2!TRG x

L
(33)

C252Fb1

2
TL

21~k12b1T1!TLG S 12
x

L D
1H ~b22b1!

2
T2

21@~k22b2T2!2~k12b1T1!#T2J S x

L
21D

2Fb2

2
TR

21~k22b2T2!TRG x

L
. (34)

To obtain temperature from Eq.~31!, the physically meaningful
root of the quadratic equations is taken. Analytical expressions for
the sensitivity tok1 , k2, andk3 can be obtained by differentiating
Eq. ~31! with respect to these parameters.

Temperature is computed for a region of unit length (L
51 m). Boundary temperatures are maintained atTL50 °C and
TR5100 °C. Conductivity is represented with two piecewise lin-
ear segments interpolating between conductivity values at three
temperature:k151.0 W/m °C at T150 °C, k252.0 W/m °C
at T2550 °C, andk356.0 W/m °C at T35100 °C. The varia-
tion in this example represents a 4-to-1 change in the slope of the
two piecewise linear segments representingk(T). Figure 1 com-
pares the numerically computed temperature with the analytical
solution. Note that the temperature profile would be a straight line
between the boundary temperatures for constant thermal conduc-
tivity. Agreement within 1.2 percent of the maximum temperature

Fig. 1 Temperature of a one-dimensional body with isother-
mal boundaries and temperature-dependent thermal conductiv-
ity represented with two piecewise linear segments

Fig. 2 Sensitivity coefficients for parameters describing two
piecewise linear segments representing temperature-
dependent thermal conductivity for a one-dimensional body
with isothermal boundaries
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is demonstrated with only 10 uniformly spaced elements. A com-
parison for sensitivity to the three components of thermal conduc-
tivity is shown in Fig. 2. Near the location where the piecewise
linear segments join (T(x'0.27m)550 °C), all three sensitivity
coefficients have a sudden change in shape; the slope~derivative!
of sensitivities tok2 and k3 changes sign at this location. With
only ten elements the numerical and analytical results have the
largest deviation near this region~x'0.27m); the error is 4 to 8
percent of the maximum sensitivity value. This outcome demon-
strates that a grid that results in small error for the temperature is
not necessarily adequate for the sensitivity coefficients. It is ex-
pected that the largest errors are near the location joining the
linear segments. Terms in the sensitivity equations in Eq.~21! to
Eq. ~25! contain the derivative of the conductivity with respect to
temperature. For a piecewise linear representation, this derivative
is discontinuous. Further refining the mesh to 100 uniformly
spaced elements produces agreement within 1 percent of the ana-
lytical results for all sensitivity coefficients; see Fig. 2. Notice that
the sensitivity to conductivity is zero on boundaries where tem-
perature is specified.

A grid convergence study for the verification problem is shown
in Fig. 3. Error is defined as the absolute difference between the
numerical and analytical solutions. Results at locationx50.2 m
are shown in the figure. Temperature demonstrates a second-order
accuracy—that is, the error decreases with a slope of two as the

spatial discretization is refined. Sensitivity, however, appears first-
order accurate. Grid convergence at other spatial locations dem-
onstrates the same order. For constant thermal properties the dis-
cretization schemes used to solve the temperature and sensitivity
equations have been verified as second-order accurate~@16#!. A
possible explanation for the sensitivity solutions only achieving
first-order accuracy could be the discontinuity in the derivative of
piecewise-linear conductivity. This point is being studied further.

Experimental Design. An experimental configuration pro-
posed to estimate thermal properties of a polyurethane foam is
shown schematically in Fig. 4. Two nominally identical foam
specimens are sandwiched about an electric heater. On the foam
surface opposite the heater is an aluminum block. All components
have cross-sectional dimensions ofw3d, whereas the thicknesses
areLh for the heater,L f for the foam, andLa for the aluminum.
The symmetry of the configuration permits quantifying the input
flux by measuring the electrical power to the heater. By knowing
the input flux and measuring temperatures elsewhere in the con-
figuration, thermal properties of the foam can be estimated. In
most cases a known input heat flux permits conductivity and volu-
metric heat capacity to be simultaneously estimated from a single
experiment. The aluminum block maintains a nearly constant tem-
perature on the backside of the foam. In the calculations that
follow we assume the proposed apparatus can be modeled as sym-
metric one dimensional heat flow with a known applied heat flux
q̇09 . The apparatus must be carefully designed to satisfy this as-
sumption, but details associated with this design process are not
considered further in this paper.

Optimal experimental conditions to estimate constant thermal
properties for similar configurations are well known~@3–4#!. The
thickness of the foam and duration of the experiment should be
selected such that the foam responds like a finite body heated by a
constant flux on one surface and isothermal on the other surface.
These conditions can readily be achieved in the laboratory for low
conductivity materials. Based onD-optimally ~@3#! the finite case
is superior to the case where the foam responds thermally as a
semi-infinite body.~These conclusions were reached while ne-
glecting thermal effects of the heater and aluminum block.!

Optimum conditions to estimate temperature-dependent proper-
ties are less clear. A sequential method can be used to combine
experiments at different temperature ranges~@1,19#!. There are
other approaches for estimating temperature dependent properties
as well ~@1#!. In this paper the situation of estimating linearly
varying temperature-dependent properties from a single experi-

Fig. 3 Grid convergence study at xÄ0.2 m for verification
problem with temperature-dependent thermal conductivity

Fig. 4 Experiment to estimate thermal properties of polyure-
thane foam

Fig. 5 Temperature response for a foam thickness of 2.54 cm
and linearly varying temperature-dependent properties „finite
case…
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ment is addressed. Experimental design to estimate temperature-
dependent properties is not, to our knowledge, available in the
literature.

The case where properties~conductivity and volumetric heat
capacity! vary linearly with temperature is considered. Foam
thicknesses of 2.54 cm and 34.3 cm are used to compare experi-
ments where the foam responds thermally as a finite and semi-
infinite body, respectively. Although the foam specimens are ob-
viously finite in size, if the thickness is large enough, thermal
effects do not extend across its thickness. This case is referred to
as semi-infinite. For low conductivity materials, like foam, the
thermal response can be modeled as semi-infinite for appropriate
time and length scales.

Temperature variable thermal properties for a foam density of
374 kg/m3 are taken from~@20#!; kf50.05 W/m °C and Cf

50.433E10.6 J/m3 °C at 25 °C andkf50.102 W/m °C and
Cf51.19E106 J/m3 °C at 200 °C. A thermal model of the
heater assumes a thickness of 0.63 mm and constant properties of
kh50.1 W/m °C and Ch52.3E106 J/m3 °C. These proper-
ties are equivalent to the effective properties estimated for a mica
heater including contact resistance~@21#!. Thermal properties of
the aluminum are temperature-dependent, 2024 aluminum~@22#!;
the aluminum is not included in the model for the semi-infinite
case. Simulated temperature responses assuming one dimensional
symmetric heat flow in the configuration of Fig. 4 for a foam
thickness of 2.54 cm~finite case!and 34.3~semi-infinite case! are
shown in Fig. 5 and Fig. 6, respectively. Two measurement loca-
tions are simulated for both cases: one at the heated surface~y50!
and the second within the foam. The finite case has the second
location at the midplane of the foam thickness~y51.27 cm!. The
semi-infinite case selects a second location 2.54 cm below the
heated surface~y52.54 cm!. The applied heat flux is plotted with
the temperature responses in Fig. 5 and Fig. 6.

The sensitivity coefficients for four parameters representing
temperature-dependent properties in a finite body (L f52.54 cm!
are shown in Fig. 7. Sensitivities are shown at the surface of the
foam ~y50! in the top figure and at the midplane of the thickness
~y51.27 cm!in the bottom figure. Sensitivity coefficients are nor-
malized by the maximum temperature rise. Results for a semi-
infinite body ~L f534.3 cm!are shown in Fig. 8 for locations at
the surface of the foam~top figure!and 2.54 cm below the surface
~bottom figure!. As will be discussed later, the heating conditions
and experimental duration for each case are selected because
they maximize theD-optimality criteria to estimate the four
parameters.

Sensitivity coefficients tend to be larger for the finite case in
Fig. 7 than they are for the semi-infinite case in Fig. 8. The finite
case has maximum values over 0.4, whereas the semi-infinite case
has maximum less than 0.3. A second notable trend in the sensi-
tivity plots is that the shapes for different parameters are more
similar for the semi-infinite case than for the finite case, particu-
larly for the sensor on the heated surface~y50!. Sensitivity fork2
andC2 andk1 andC1 have similar shapes in Fig. 8.~If thermal
properties are constant, sensitivities fork and C have identical
shapes at~y50! and are perfectly correlated.! Finally, notice how
dramatically the shape of the sensitivity coefficients change when
the heat flux ends for the finite case. Sensitivity toC1 and C2
actually change sign after the heat flux ends. Such changes in the
shape of the sensitivity coefficients improves the information
available in an experiment. Sensitivity coefficients for the semi-
infinite case have only a slight change in shape when the heating
ends.

In the design of experiments to estimate thermal properties, we
want the~scaled!sensitivity coefficients to be large and uncorre-
lated or have different shapes. However, drawing conclusions
from sensitivity plots for multiple parameters and several loca-
tions can be difficult. It is further complicated in this case because
different experimental conditions are compared. Normalizing the
sensitivity coefficients by the maximum temperature rise provides
some consistency; both experiments then have the same tempera-
ture range. Even with normalization it may be difficult to distin-
guish correlation between the sensitivity coefficients for different
parameters. A criteria may be needed to gauge which experiment

Fig. 6 Temperature response for a foam thickness of 34.3 cm
and linearly varying temperature-dependent properties „semi-
infinite case …

Fig. 7 Sensitivity normalized by the maximum temperature
rise for estimating linearly varying, temperature-dependent
properties and a foam thickness of 2.54 cm „finite case…
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is better.D-optimality ~@3#! has been used to discriminate the
optimal experiment. Emergy and Fadale@6# discuss several other
criteria.

Sensitivity plots appear to indicate that the finite case is supe-
rior to the semi-infinite; sensitivities for the finite case are larger
and have more varied shapes for the different parameters. To in-
vestigate which experiment is better, theD-optimality criteria is
evaluated. TheD-optimality criteria maximizes the determinant of
the sensitivity matrix

D[uXTXu. (35a)

X is the sensitivity matrix;

XT5F ]T

]p1
,

]T

]p2
,...,

]T

]pNp
G , (36)

whereT is a vector~lengthNsNt) of temperatures for each time
and sensor location. Assuming there areNt discrete measurements
in time,Ns measurement locations, andNp parameters, the dimen-
sions of X are NsNt3Np . The basis for this criteria is that it
minimizes the volume of a confidence region. To provide a fair
comparison for possibly different experimental conditions, con-
straints are introduced to the criteria. Measurements at theNs
locations are assumed to be equally spaced in time at intervalsDt
up to timet f . The maximum temperature rise of the experiment is
Tmax, and scaled sensitivity is used. To introduce these con-
straints, the optimality criteria is modified as

D1[
uTpi

T Tpi
u

~Tmax
2 NtNs!

Np
, (37)

whereTpi
is the scaled sensitivity matrix.

The values ofD1 are 4.0E-09 and 2.95E-10 for the finite and
semi-infinite cases, respectively. The ratio is 13.6, meaning the
volume of the confidence region is an order of magnitude smaller
for the finite case. A finite body is superior for the experimental
conditions and thermal properties selected. A range of the applied
heat flux magnitude, heat flux duration, and experimental duration
were investigated to identify the optimal experimental conditions
for both cases. The sensitivity plots in Fig. 7 and Fig. 8 are for the
conditions that gave the largest magnitude ofD1. Superiority of
the finite body case is consistent with the outcome for constant
properties~@4#!. However, for constant properties measurements
at the heated surface alone are optimal.

Conclusions
A general methodology to derive sensitivity equations for non-

linear heat conduction has been presented. Sensitivity equations
were obtained by differentiating the continuum equations. These
sensitivity equations were examined to provide insight to the fac-
tors that influence sensitivity coefficients. An important outcome
was that the sensitivity equations are linear, even for the nonlinear
temperature problems.

A verification problem demonstrated that while the numerical
temperature was spatial second-order accurate, sensitivity calcula-
tions for temperature-dependent properties were only first-order
accurate. Previous calculations for constant thermal properties
have shown that the sensitivity calculations were second-order
accurate. Sensitivity analysis was applied to design an experiment
for estimating thermal properties varying linearly with tempera-
ture. Using the criteriaD-optimality a finite geometry was dem-
onstrated to be better than semi-infinite for estimating
temperature-dependent properties.
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Nomenclature

A 5 area,m2

C 5 volumetric heat capacity,J/m3-°C
ė- 5 energy source,W/m3

g 5 general temperature-dependent parameter
h 5 convective heat transfer coefficient,W/m2-°C
k 5 thermal conductivity,W/m-°C

kll 5 diagonal component of thermal conductivity tensor,
W/m°C

k̃ 5 thermal conductivity tensor,W/m-°C
L 5 thickness,m

Ng 5 number of parameters describing temperature depen-
dence,g

Ns 5 number of sensor locations
Nt 5 number of discrete time measurements
Np 5 number of parameters

p 5 arbitrary parameter
q̇9 5 heat flux,W/m2

q̇c9 5 convective heat flux,W/m2

q̇09 5 constant value of heat flux,W/m2

q̇r9 5 radiative heat flux,W/m2

T,T 5 temperature, temperature vector, °C

Fig. 8 Sensitivity normalized by the maximum temperature
rise for estimating linearly varying, temperature-dependent
properties and a foam thickness of 34.3 cm „semi-infinite …
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Tb 5 boundary temperature, °C
T0 5 initial temperature, °C
Tpi 5 scaled temperature sensitivity coefficient for param-

eterpi , °C
Tr 5 radiation temperature, °C
T` 5 convection temperature, °C
X 5 sensitivity matrix

xYb1 5 boundary with constant heat flux,m
xYb2 5 boundary with convective heat flux,m
xYb3 5 boundary with radiative heat flux,m
xYb4 5 boundary with isothermal temperature,m
V 5 volume,m3

Greek

b 5 conductivity ratio, Eq.~32!
D, D1 5 optimality criteria
u j

g(T) 5 basis function for componentj of parameterg
f j

g(T) 5 derivative of basis function for componentj of pa-
rameterg

s 5 Stefan-Boltzmann constant.
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Thermal Contact Resistance
Modeling of Non-Flat, Roughened
Surfaces With Non-Metallic
Coatings
Essentially all models for prediction of thermal contact conductance or thermal contact
resistance have assumed optically flat surfaces for simplification. A few thermal constric-
tion models have been developed which incorporate uncoated, optically non-flat surfaces
based on the bulk mechanical properties of the material. Investigations have also been
conducted which incorporate the thermophysical properties of metallic coatings and their
effective surface microhardness to predict the overall thermal contact conductance. How-
ever, these studies and subsequent models have also assumed optically flat surfaces; thus,
the application of these models to optically non-flat, coated surface conditions is not
feasible without modifications. The present investigation develops a thermomechanical
model that combines both microscopic and macroscopic thermal resistances for non-flat,
roughened, surfaces with non-metallic coatings. The thermomechanical model developed
as a result of this study predicts the thermal contact resistance of several non-metallic
coatings deposited on metallic aluminum substrates quite well.
@DOI: 10.1115/1.1338135#

Keywords: Conduction, Contact Resistance, Heat Transfer, Modeling, Thermophysical

Introduction
To predict thermal contact conductance at an interface formed

by two non-conforming, roughened surfaces with non-metallic
coatings, a theoretical model must be based on the knowledge of
surface geometry, coating properties, and the mode of asperity
deformation. The development of the present model was derived
from numerous experimental and theoretical models for nominally
flat, metallic coated surfaces in contact. The following review
highlights the important experimental and theoretical develop-
ments, which led to the development of the present model.

Mikic and Carnasciali@1# investigated the effect of the thermal
conductivity of plating material for a fixed geometry and fixed
base substrate, both theoretically and experimentally. The total
constriction resistance for the plated substrate was divided into the
thermal constriction resistance of the plating material and the un-
derlying thermal constriction resistance of the base substrate.
They concluded that for nominally flat surfaces, where micro-
scopic thermal constriction predominates, the effect of the plating
material on the thermal constriction resistance could reduce the
thermal constriction resistance by as much as one order of
magnitude.

Khan et al.@2# developed expressions for both the oxide film
thermal resistance and the oxide film to foreign metal interface
resistance as a function of interface pressure. The constants for
their expression were obtained from a correlation of the experi-
mental thermal contact resistance data measured. They were able
to derive from the resulting equation an expression for the oxide
film thermal conductance. The equation was only valid for oxide
films produced on SAE 1020 wrought steel with 0.20 percent
carbon at an interface temperature of 65.5°C~150°F!, for oxide
film thicknesses from 254 to 2032mm ~0.010 to 0.080 in.!, and for
a pressure range below the yield point of the base metal. In addi-
tion, Khan et al.@2# concluded from their data that the fracture of

the oxide film would lead to lower contact resistance only after
sufficient plastic flow of the base metal through the cracks in the
oxide film.

Yip @3# derived analytically the thermal contact resistance for
contact between oxidized metals~i.e., aluminum alloy!with nomi-
nally flat and rough surfaces, which can be characterized by a
random height distribution. He considered only heat conduction at
the points of contact, assuming the transfer of heat through radia-
tion and convection mechanisms to be negligible.

Veziroglu et al.@4# conducted an analytical study for the pre-
diction of thermal contact conductance with interstitial plates, and
an expression was developed in terms of known properties and
parameters. The model assumed that both macroscopic and micro-
scopic contact regions exist with two cylindrical solids having a
circular contact at the center with a gap filled with a material of
uniform conductance.

Antonetti and Yovanovich@5# developed a thermo-mechanical
model for the prediction of the thermal contact conductance of
nominally flat, rough surfaces~i.e., nickel substrate!enhanced
with a soft metallic coating~i.e., vapor deposited silver! and veri-
fied their model with experimental measurements. The correlation
included tribological parameters, such as coating microhardness,
and thermal parameters, such as coating and substrate thermal
conductivity. A correlation for bare joints, developed by Yo-
vanovich@6#, was employed as the basis for their coated contact
model.

Antonetti and Yovanovich@5# presented their thermal contact
conductance predictions in dimensionless form, which includes
such parameters as surface roughness and asperity slope, effective
microhardness of the layer-substrate combination, apparent pres-
sure, and the effective thermal conductivity of the joint. They
presented two expressions for the dimensionless thermal contact
conductance of coated surfaces. Experiments were conducted for
silver coated nickel specimens in contact with bare nickel speci-
mens to verify their model. They concluded that the thermo-
mechanical model predicted the thermal contact conductance of
the experimental data quite well, and analytically the model for
the coated joint could be reduced to an equivalent bare joint by
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using the concepts of effective microhardness and effective ther-
mal conductivity. They further concluded that a silver layer could
enhance the thermal contact conductance of nominally flat, rough,
contacting nickel specimens by as much as one order of magni-
tude. However, they noted that their study applied only to nomi-
nally flat surfaces and was not applicable to non-flat contacting
surfaces.

Previous thermophysical models or correlations, which predict
thermal contact conductance or resistance for both bare and
coated surfaces~e.g., Cooper et al.@7#, Mikic @8#, Yip @3#, Al-
Astrabadi et al.@9#, Antonetti and Yovanovich@5#! have assumed
optically or nominally flat surfaces. Other models~e.g., Clausing
and Chao@10#, Veziroglu and Chandra@11#, Kitscha and Yo-
vanovich@12#, Jones et al.@13#, Burde and Yovanovich@14#, Ma-
jumdar and Tien@15#, and Lambert and Fletcher@16#! have de-
veloped thermal constriction models which incorporated optically
non-flat, bare surfaces with bulk thermophysical properties.

Therefore, of practical value would be a model that incorpo-
rates the influence of the coating material properties such as
Young’s modulus and Poisson’s ratio, and geometric parameters
such as profile radius of curvature and surface roughness to cal-
culate the macroscopic contact resistance. This would extend the
prediction of the thermal contact resistance for non-flat, coated
surfaces in contact. The model should also be able to predict
thermal contact resistance for both crown and convex surface pro-
files with either metallic or non-metallic coatings; however, this
investigation only dealt with non-metallic coatings.

Problem Statement
When two surfaces are brought into contact with each other, the

resulting area of contact is incomplete and the real area of contact
for heat transfer to occur is a fraction of the apparent cross-
sectional area. The real contact spots that occur are only at a few
discrete spots or asperity heights, which are dependent on contact
pressure. This may not hold true if either of the contacting sur-
faces is a soft metal or elastomeric polymer where the actual
contact area may be greater than the apparent area. The number of
real contact spots is further reduced if either of the surface profiles
is wavy ~i.e., profile flatness deviations other than nominally flat!.
If there are no interstitial fluids or materials between the surfaces
in contact, the heat flow lines initially converge at the macro-
scopic contact area and then converge further at the microscopic
contacting spots. If a hard, non-metallic coating is deposited on
one or both contacting surfaces this will further influence the con-
vergence of the heat flow lines at the interface as shown in Fig. 1.
The convergence of the heat flux lines is a direct result of the
surface roughness and wavy profile of the joint interface. There-

fore, the development of a predictive model should encompass~1!
microscopic parameters such as surface roughness, and~2! mac-
roscopic parameters such as surface profile radius of curvature.
The development of a predictive model for heat transfer across an
uncoated, wavy joint is very complex and this complexity is fur-
ther increased when a nonmetallic coating is added to the inter-
face. Therefore, the predictive model for nonmetallic coatings on
metal substrates should also encompass~3! the dependence of the
microscopic and macroscopic contact resistance on the mechani-
cal and thermophysical properties of the nonmetallic coating.

What has heretofore not been available is a predictive model for
non-metallic coated materials that takes into account several of
the important parameters: mechanical and thermophysical proper-
ties of the substrate and coating, surface topography, and the com-
ponent geometry for relatively soft metallic substrates. In addi-
tion, the effect of surface roughness on the macroscopic contact
area for the macroscopic contact resistance is also required.
Therefore, a model that incorporates these parameters will be de-
veloped in this section. The present experimental investigation
involved the study of refractory ceramic coatings deposited on
both aluminum and copper alloys. The experimental data gathered
for model verification involved a refractory ceramic coating de-
posited on a wavy metallic surface, which was in contact with a
nominally flat metallic surface.

Assumptions of Present Model
For the present model, it is presumed that the following as-

sumptions hold to be true:

1 The microscopic contacts are uniformly distributed over the
entire macroscopic area~contour area!

2 The determination of the macroscopic contour area between
two bodies of different radii of curvature can be solved by Hert-
zian contact theory

3 The harmonic mean may be employed for both the Young’s
modulus and Poisson ratio for the coating/substrate combination.
The harmonic mean was employed for the thermal conductivity of
the two metallic substrates in contact while the effective thermal
conductivity was employed for the coating/substrate combination

4 Modified Hertzian contact theory for surface roughness can
be employed to determine the microscopic contact area and

5 The real effective contour area of radiusa is placed on the
origin of a circular apparent area of radiusB.

Total Joint Resistance for Non-Flat, Coated Surfaces
When two non-flat solid surfaces in contact are considered, the

resulting real area of contact is further reduced due to the forma-
tion of a macroscopic contact area. Within this macroscopic re-
gion, the density of microcontacts is very high while, beyond its
boundary the density of the microcontacts becomes quite small
with only very high asperities coming into contact. As a conse-
quence, both macroscopic and microscopic thermal resistances oc-
cur in series, which may be combined to obtain the total joint
thermal contact resistance:

Rtotal5Rmicroscopic1Rmacroscopic (1)

If the microscopic contact spots are all assumed identical, and
are all to be found within a single circular macroscopic contact
spot that is centrally located on a nominally flat surface, the ex-
pression for the total joint thermal contact resistance may be writ-
ten in the following form forn contact spots~Yovanovich@6#!:

Rtotal5
w~ae /bi !

4K8nae
1

w~a/B!

4Kma
, (2)

where the constriction factorw was first obtained by Roess@17#
for the constriction resistance due to an isothermal circular spot of
radiusae , which feeds heat into a coaxial right circular cylinder
of radiusb:

Fig. 1 Constriction of the heat flow through the macroscopic
contact area and microscopic contact areas
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w~ae /bi !5121.4093~ae /bi !10.2959~ae /bi !
310.0525~ae /bi !

5

(3)

Clausing and Chao@18# also employed the approximate solu-
tion developed by Roess@17# for their proposed macroscopic con-
striction resistance model with similar coefficients but modified to
include the macroscopic contact radius. The present model also
employs this same expression but incorporates a different con-
striction ratio which takes into account the real effective contour
radius and the radius of the apparent area:

w~a/B!5121.4093~a/B!10.2959~a/B!310.0525~a/B!5

(4)

The expressions for the modified elastic contact radiusae ,
modified effective thermal conductivityK8, harmonic thermal
conductivityKm , constriction parameter correction factor for sur-
face two~2! C2 , which contains the non-metallic coating, and real
effective contour radiusa were formulated for nonmetallic coated
contacts deposited on relatively soft metals.

K85
2K1K2

C2K11K2
(5)

Km5
2K1K2

K11K2
. (6)

Such parameters as the surface roughness~s! and absolute asper-
ity slope (mabs), the Young’s modulus~E! of the coating material,
and the bulk material properties of the underlying soft substrate
were included to predict these values.

Refinement of the Expression for the Elastic Contact
Radius

If two surfaces are brought together until their reference planes
and contact plane are separated by a distanced, there will be
contact at any asperity whose height is initially greater than the
separation as shown in Fig. 2. Therefore, the probability of mak-
ing contact at any given asperity, with heightz, becomes:

prob~z>d!5E
d

`

Q~z!dz. (7)

The expected number of contact spotsn can be calculated from
the following:

n5NE
d

`

Q~z!dz, (8)

whereN is the total number of asperities andQ(z) is the Gaussian
probability density function. The modified elastic contact radius
ae can be obtained from the analysis of Hertz@19#. The equation
for n can be simplified with the introduction of the standard de-
viation s to describe the height distribution of the asperities and
the apparent contact areaAa ~Mikic @8#!:

n5
1

16 S mabs

s D 2

Aa

exp~2h2!

er f cS h

&
D (9)

ae5
4

Ap

s

mabs
expS h2

2 DC0S h

&
D (10)

C0S h

&
D 5

1

2
er f c~X!, (11)

Fig. 2 Contact of rough surfaces

Fig. 3 Dimensionless separation as a function of dimensionless interface pressure
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whereh is the standardized separation which is equal tod/s.
If the elastic contact radius expression, Eq.~10!, is multiplied

by the dimensionless plane separationX ~Mikic @8#!, a simple
expression for the elastic contact radius in terms of dimensionless
interface pressure can be obtained:

X5
d

s&
5

h

&
5er f c21S 4&P

E8mabs
D (12)

aeX5
2

Ap

s

mabs
exp~X2!er f c~X!X. (13)

A plot of Eq. ~12! for the range of parameters~P, E8, andmabs!
considered in the present investigation is shown in Fig. 3, and a
curve fit of the tabulated values resulted in a simple expression for
X:

X51.29S 4&P

E8mabs
D 20.0833

. (14)

The constant and exponent for Eq.~14! are a direct result of the
material properties of the nonmetallic coatings and underlying
substrate used in this investigation. In addition, Eq.~14! for the
dimensionless plane separationX is applicable only for the portion
of the macroscopic contour area that provides the microscopic
contact spots.

As a result of the material properties of the nonmetallic coat-
ings and substrate employed in this study, the product of the ex-
ponential, complementary error function, and dimensionless plane
separationX term of Eq.~13! becomes:

exp~X2!er f c~X!X50.530 (15)

Substitution of Eq.~15! and Eq.~14! into Eq. ~13!, then solving
for the contact radiusae , gave a simple expression that can be
easily computed from known surface and material parameters:

ae50.464
s

mabs
S 4&P

E8mabs
D 0.0833

. (16)

Refinement to the Effective Thermal Conductivity
Antonetti and Yovanovich@5# first introduced the effective

thermal conductivity for coated surfaces that were composed of
silver layers of various thicknesses deposited on a hard metallic
substrate such as nickel. One underlying assumption that An-
tonetti and Yovanovich@5# made, which is not explicitly stated, is
that the thermal conductivity of the deposited silver coating is
equal to the bulk material property. While this may be a good
assumption for metallic layers, which are vapor deposited onto
metallic substrates, there is strong evidence to suggest that this
assumption may not be valid for nonmetallic coatings.

The expression developed by Antonetti and Yovanovich@5# for
the constriction parameter correction factor for coated surfaces
was employed but modified to include the expression developed
for the modified elastic contact radius~whereh accounts for the
influence of the coating layer andr accounts for the heat flux
distribution assumed!:

wS ae

bi
,h i D5

16

p
ae

bi

(
i 51

` J1
2S z ib

ae

bi
D

~z ib!3J0
2~z ib!

•h i•r i (17)

h i5K* S ~11K* !1~12K* !e22z i aet

~11K* !2~12K* !e22z i aetD where K* 5
Ks

Kc
(18)

r i5

sinS z ib
ae

bi
D

2J1S z ib
ae

bi
D (19)

C25wS ae

bi
,h i D Y wS ae

bi
D . (20)

An expression for the thermal conductivity of the thin film coating
Kc as a function of film thickness has been developed for the
determination of the correct constriction parameter correction fac-
tor ~Marotta @20#!. Substitution of Eq.~20! into Eq. ~5! enabled
the evaluation of the effective thermal conductivityK8 for a sur-
face which contains a deposited nonmetallic coating.

This expression, Eq.~5!, for the effective thermal conductivity
was initially employed by Antonetti and Yovanovich@5# for soft,
metallic coatings, which takes into account the effect of the coat-
ing thermal conductivity on the thermal constriction factor. For
this study the above expression was employed for nonmetallic
coatings deposited onto a metallic substrate.

Refinement to the Macroscopic Resistance for Rough,
Coated Spherical Surfaces

An analysis developed by Greenwood and Tripp@21# for rough
surfaces in contact will be the foundation for the development of
the macroscopic area~contour area!for solid bodies. While they
considered only the physical model of an uncoated sphere in con-
tact with an uncoated plane since it was easier to visualize, their
basic concepts have been extended in the present analysis to a
physical model for coated surfaces.

Greenwood and Tripp@21# defined a dimensionless effective
radiusa* for bodies that are brought together into contact with
surfaces that possess roughness. The dimensionless effective ra-
dius is a function of the dimensionless loadL* , convergence
value x which Greenwood and Tripp@21# conveniently chose to
be 2.36, and dimensionless bulk compliancev* (0):

a* 5
xL*

2pv* ~0!
⇒a* 5

0.375L*

v* ~0!
, (21)

and the real effective contour radius can be defined as:

a5a* A2bs, (22)

where the values forb are calculated from the averaged orthogo-
nal radii of curvature measured for each contacting surface as:

b5
RC11RC2

2RC1RC2
. (23)

For the present analysis the Poisson ratio and Young’s modulus
are modified for the coating/substrate composite. They are as-
sumed as the harmonic mean of the two materials, the nonmetallic
coating and the metallic substrate; thus, the influence of the coat-
ing on E1 andv1 was taken into account:

E15Es2c5
2EcEs

Ec1Es
(24)

n15ns2c5
2ncns

nc1ns
. (25)

The harmonic value for each component,Es2c andvs2c , was
calculated from the individual known values for the nonmetallic
coating and underlying substrate. The effective Young’s modulus
employed in the determination of the dimensionless load and the
bulk compliance incorporates the influence of the coating/
substrate composite and the opposite substrate material in contact
~Greenwood and Tripp@21#!:

14 Õ Vol. 123, FEBRUARY 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L* 5
2L

sE8A2bs
(26)

v* ~0!5
v~0!

s
(27)

v~0!5A3 9p2L2~Es2c1E2!~RC11RC2!

16RC1RC2
(28)

E85S 12ns2c
2

Es2c
1

12n2
2

E2
D 21

. (29)

Present Model
The substitution of Eqs.~9! and~16! into the expression for the

total joint thermal contact resistance, Eq.~2!, results in the follow-
ing expression which has been multiplied by the apparent area
Aa :

Rtotal9 57.68
w~ae /bi !erfc~X!exp~2X2!

K8
mabs

s S &P

E8mabs
D 0.0833 1

Apw~a/B!

4Km

Aa

Apa2
,

(30)

where the exponential term for the expected number of contact
spotsn, Eq. ~9!, incorporates the dimensionless plane separation
X:

h25S d

s D 2

52X2. (31)

The model does not encompass microscopic asperity contacts
that deform plastically or may behave elastoplastically. The first
term in Eq.~30! would have to be modified to reflect this mode of
deformation in conjunction with an expression for the composite
microhardness. A surface that has been coated with a soft metallic
coating may still incorporate the second term~i.e., macroscopic
resistance!but the first term would need to incorporate the analy-
sis of Antonetti and Yovanovich@5#. The macroscopic resistance
term ~i.e., second term!assumes that only one macroscopic con-
tact spot exists~i.e.,n51! and its contact radius was defined bya.
Therefore, the microscopic elastic radiusae was replaced with the
macroscopic radiusa in the second term of Eq.~30!.

Marotta and Fletcher@22# has provided the justification for the
use of an elastic model rather than a plastic model~i.e., first term!
to describe the microscopic contact resistance for aluminum al-
loys. The main difference between the two microscopic models
lies in the fact that elastic asperities return to their initial configu-
ration upon removal of the applied load while plastic asperities are
permanently set. This effect leads to the contact radius and result-
ing area for plastic deformation being greater than elastic defor-
mation of the contacting spots.

Results and Discussion
An experimental investigation was conducted to obtain data for

both uncoated and non-metallic coated surfaces over a broad
range of test parameters~Marotta @20#!. These data involved the
measurement of thermal contact conductance in a vacuum envi-
ronment for a coated, convex profile on an uncoated, nominally
flat plane. The thermal contact conductance values were then
compared to the present model which accounts for both micro-
scopic and macroscopic thermal contact resistances of non-flat,
roughened surfaces coated with non-metallic coatings.

To investigate the interrelationship between macroscopic con-
tact resistance and microscopic contact resistance with a non-
metallic coating~aluminum nitride, 3mm thickness!, a parametric
study of Eq.~30! was conducted. This analysis was carried out for
variations in geometric profiles~i.e., radii of curvatureRC!, sur-
face roughness~i.e., s!, and coating thermal conductivity~i.e.,

Kc!. The latter parameter was included since microscale effects
will affect the value of the coating’s thermal conductivity as di-
mensional features achieve very small scales. Figure 4 shows
these plots. The ratio of macroscopic profile radius of curvature to
microscopic surface roughnessRC/s was varied from 0.01~i.e.,
spherical contact! up to 100~i.e., nominally flat conditions!. These
values were chosen to encompass the range of experimental pa-
rameters employed in the investigation for both uncoated and
coated aluminum substrates and explore the limits where each
contact resistance regime will dominate.

The joint contact resistance increases dramatically to infinity at
very low RC/s ratios while the joint contact resistance converges
to a finite value for highRC/s ratios. That is, at lowRC/s ratios
~i.e., values less than 0.1! the macroscopic contact resistance
shows predominance and further dominates, as the ratio becomes
smaller. On the other hand, when theRC/s ratio is greater than
one, the microscopic contact resistance begins to dominate, which
is illustrated by the asymptotic convergence of the plots as they
approach a ratio of 100. These trends hold true for Figs. 4~b! and
4~c! where the film conductivity is relatively high, however, at the
lower film conductivity and higherRC/s ratios the dimensionless
joint contact resistance begins to increase with increasing surface
roughness as indicated by the increasing dimensionless roughness
ratio s/t. Convergence to a finite value was not achieved for this
case as shown in Fig. 4~a!. This trend is in line with archival
studies that have shown an increasing contact resistance with in-
creasing surface roughness for nominally flat surfaces.

The plots in Fig. 4 also show the effect that an increased sur-
face roughness~i.e., s/t from 0.033 to 2.66!has on the dimen-
sionless joint contact resistance and the transition to microscopic
contact resistance. The higher surface roughnesses tend to subdue
the influence of the lower radius of curvature and cause the mi-
croscopic contact resistance to show more dominance. The ap-
plied loadL was arbitrarily set to 500 N for the purpose of this
analysis. One would tend to believe, if the present results were
extrapolated, that as the applied load is further increased from the
present value of 500 N that the curves would begin to compress.
They would quickly approach the regime where the microscopic
contact resistance would control the joint contact resistance. The
same may be true if the applied load was decreased from the
present value and the macroscopic contact resistance would con-
trol the joint contact resistance. It must be noted that the variation
of the computed dimensionless resistance in Fig. 4 at low radius
of curvature and the higher surface roughnesses approaches a
single curve.

Figures 5–7 present the dimensionless thermal contact resis-
tance as a function of dimensionless contact pressure for beryl-
lium oxide, boron nitride, and aluminum nitride coatings, respec-
tively, for several coating thicknesses and interface contact
temperatures. The parameters employed for the dimensionless pa-
rameters are effective thermal conductivity, contour radius, effec-
tive Young’s modulus, and absolute asperity slope. Both the ra-
dius of curvature and absolute asperity slope were measured by
stylus profilometry. The influence on the dimensionless thermal
contact resistance of the profile radius of curvature can be clearly
observed as the radius is decreased for the beryllium oxide coat-
ings. An increase in contact resistance as the profile radius of
curvature is decreased from approximately 10 to 1 meters be-
comes obvious. At this lower value, the macroscopic contact re-
sistance dominates with very little influence by the microscopic
contact resistance. The profile radius of curvature for each speci-
men was measured by stylus profilometry and not computed from
flatness deviation, thus, surface waviness effects were minimized.
The measured radii of curvature shown for each coated specimen
were measured orthogonally to each other, giving an indication of
the hemispherical profile that existed prior to contact with the
uncoated surface. Boron nitride and aluminum nitride coatings
were deposited by RF magnetron sputtering under similar gas
mixture and substrate voltage bias conditions; thus, each coating
possessed similar film microstructure. The deposition of the be-
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ryllium oxide coatings involved the sputtering of a solid BeO
compound target onto the negatively biased substrate set between
100–2000 V and substrate temperatures between 200–500°C;
therefore, the film microstrucRF magnetron sputtering under simi-
lar gas mixture and substrate voltage bias conditions; thus, each

coating possessed similar film ture was different than the BN and
AlN coatings ~e.g., greater film porosity!. These coatings repre-
sent some of the highest achievable thermal conductivity values
when measured in bulk form~with diamond having the highest
value!.

Fig. 4 Dimensionless joint contact resistance as a function of dimensionless radii of curvature for varying surface roughness
and coating thermal conductivity
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Fig. 5 Dimensionless thermal contact resistance as a function of dimensionless pressure for beryllium
oxide coatings

Fig. 6 Dimensionless thermal contact resistance as a function of dimensionless pressure for boron
nitride coatings
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Fig. 7 Dimensionless thermal contact resistance as a function of dimensionless pressure for aluminum
nitride coatings

Fig. 8 Dimensionless thermal contact resistance as a function of dimensionless pressure for silicon
nitride coatings
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Fig. 9 Dimensionless thermal contact resistance as a function of dimensionless pressure for titanium
nitride coatings on aluminum 6101-T6

Fig. 10 Dimensionless thermal contact resistance as a function of dimensionless pressure for titanium
nitride on copper C11000-H03
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The effect of increasing coating thickness tends to increase the
thermal contact resistance while among the individual ceramic
materials the thermal contact resistance either increases or de-
creases with the material’s thermal conductivity. A comparison
between the measurements and the model predictions for thermal
contact resistance for all three coating materials and thicknesses
shows good agreement throughout the range of conditions exam-
ined.

Figures 8 and 9 present the dimensionless thermal contact re-
sistance as a function of dimensionless contact pressure for silicon
nitride and titanium nitride coatings deposited on aluminum 6101-
T6. Figure 9 shows an inflection in the prediction for the 0.8mm
coating that would be physically difficult to explain at first; how-
ever, the measured orthogonal radii of curvature of the coated
specimen indicate a surface profile that is not truly hemispherical.
A non-hemispheric profile would result in a higher thermal con-
tact resistance prediction at low loads~i.e., higher than the other
two thicknesses!due to a smaller contour area but a lower pre-
dicted thermal contact resistance at the higher loads because of the
flatter surface profile and thinner coating thickness. The two ex-
treme points would cause the predicted curve to cross the other
two predicted curves for the 3 and 5mm coating thicknesses.
Figure 10 presents a similar plot for the titanium nitride coatings
that were deposited on copper C11000-H03. The interesting as-
pect of these results, in comparison to Fig. 9, is that the underly-
ing copper substrate has no influence on the interface contact re-
sistance. It appears that the coating material, present at the
interface with its mechanical and thermal properties, has the
dominating influence on the thermal contact resistance.

The dimensionless thermal contact resistance for measured data
is compared to model predictions for each ceramic coating mate-
rial and each coating thickness. The radii of curvature for the
coated test specimens ranged from a low value of 2.4 meters for
the silicon nitride coatings to a value of approximately 16.5
meters for the titanium nitride coatings. With this range of radii of
curvature, the comparison between measured data and model pre-
dictions again shows good agreement. The largest deviation be-
tween experimental data and model predictions occurs at low con-
tact pressures; however, good agreement does exist at high contact
pressures except for titanium nitride coatings deposited on copper.
For titanium nitride coatings deposited on copper C11000–H03,

two data points had significant deviation from the model predic-
tions. These data points occurred at the high contact pressures.

An analysis of the uncertainty for thermal contact resistance for
beryllium oxide, boron nitride, aluminum nitride, silicon nitride,
titanium nitride on aluminum, and titanium nitride on copper us-
ing the Kline and McClintock@23# method yielded experimental
average uncertainties of 7.8, 4.3, 5.4, 4.6, 8.3, and 8.0 percent,
respectively. A more detailed analysis for uncertainty values may
be found in Marotta@20#.

Comparison of Model Predictions with Experimental
Results

A comparison between computed joint conductance values with
experimentally gathered data for beryllium oxide deposited on
aluminum 6101-T6 for one~1! coating thickness is shown in
Table 1. The table includes measured joint conductance data along
with its corresponding interface temperature, apparent contact
pressure, material properties, geometric data such as surface
roughness, asperity slope, and radii of curvature, and percent dif-
ference. A statistical analysis was conducted to determine the
Root Mean Square~rms! percent difference between the experi-
mental data and model predictions, as shown in Table 2. In addi-
tion, a significance test for the difference between the two means
was conducted to determine whether the values were significant or

Table 1 Beryllium oxide coating on A6101-T6 „1.0 mm…; experimental data and model predictions

Table 2 RMS and T-test values for the experimental data and
model predictions
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not. At a 95 percent confidence level and 4 degrees of freedom, if
the tabulatedt-test values exceed a value of 2.571 there would
exist a significant difference between the experimental data and
model predictions. In addition, Table 2 summarizes the tabulated
rms percent differences and thet-test values for each coating em-
ployed in the investigation at a representative interface tempera-
ture of 60°C. Each computedt-test value on the means was sub-
stantially lower than 2.571, which indicated no significant
difference between the two mean values.

Correlation of Experimental Data
A correlation was developed to predict the total thermal contact

resistance for all the refractory ceramic coatings employed in this
investigation. Figure 11 presents a curve fit that uses dimension-
less variables for all refractory ceramic coatings investigated. The
correlation equation was obtained from a curve fit~graphically!to
a functional form, which incorporates the parameters of the
present model. The correlation incorporates a profile geometric
parameter, called the Profile Flatness Index~PFI!, defined as:

PFI5TIRact/TIRnom (32)

that takes into account the influence of the macroscopic resistance.
The PFI is the ratio of the flatness profile deviation~TIR! mea-
sured post processingTIRact to that for a nominally flat surface
TIRnom. The index is an indicator of the contribution to the flat-
ness profile deviation caused by either the addition of the coating
or the deformation of the profile surface during the deposition
process from a nominally flat surface. The high deposition tem-
peratures present in the gas reaction chamber can cause these
profile distortions. Its origin arose from experimental observations
of the measured values of the specimen’s profile flatness prior and
subsequently after the coating’s deposition onto the metallic
substrate.

As the value of thePFI ratio approaches unity, the contacting
surface approaches nominally flat conditions, the first term in Eq.
~30! dominates and the macroscopic term becomes negligible. In
turn, as thePFI ratio deviates from unity in the positive direction,
the contacting surface approaches non-flat conditions, the second
term dominates and the microscopic term becomes negligible.
Therefore, thePFI ratio can be a rough indicator, of which term,
microscopic or macroscopic, in Eq.~30! that will dominate.

As the microscopic resistance dominates~the first term in Eq.
~30!!, a downward shift occurs for the total contact resistance,
which implies that thePFI ratio will decrease towards unity.
When the macroscopic resistance dominates~the second term in
Eq. ~30!!, an upward shift occurs for the total contact resistance,
which implies that thePFI ratio increases. This is clearly exhib-
ited by the experimental results for beryllium oxide, as shown in
Fig. 5, where the total contact resistance decreases as the orthogo-
nal radii of curvature approach nominally flat surfaces.

If one considers the wide range of material properties, coating
thicknesses, and geometric parameters used in this investigation a
relatively simple parameter such as thePFI correlates well all the
experimental data for thermal contact resistance. ThePFI ratio
ranged from approximately 1.3 for titanium nitride coatings to
approximately 10.7 for beryllium oxide coatings deposited on alu-
minum 6101-T6 substrates. This range inPFI ratios translates to a
range of radii of curvature, which vary from 1.2 to 19.0 meters. It
must be noted that thePFI ratio can be easily obtained from most
modern surface analyzers, which determine surface roughness and
absolute asperity slope along with surface profile deviation or
flatness.

If the dimensionless contact resistanceR* and the dimension-
less contact pressureL* are defined as:

R* 5R9K8mabs/a (33)

Fig. 11 A correlation for dimensionless thermal contact resistance as a function of dimensionless pres-
sure for non-metallic coatings
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L* ~&P/E8mabs! (34)

the correlation equation groups the Profile Flatness Index with the
dimensionless contact resistanceR* as:

S R9K8mabs

a

PFI
D 51.4x1024~&P/E8mabs!

20.848. (35)

To assess the applicability of the present correlation for predict-
ing experimentally measured data originating from other investi-
gators, thermal contact conductance values for non-metallic coat-
ings either grown or deposited on aluminum alloys were obtained
from the literature. Experimental anodized coating data from
Peterson and Fletcher@24#, Lambert et al.@25#, and Yip@3# were
compared to the present correlation in Fig. 11. The experimental
investigation by Peterson and Fletcher@24# involved the measure-
ment of thermal contact conductance of several anodized coating
thicknesses grown on aluminum 6061-T6 substrates in contact
with a common uncoated aluminum 6061-T6 substrate. The anod-
ized coating thicknesses ranged from 61.0 to 163.0mm while the
contact pressure was varied from approximately 290 to 12,300
kPa ~42 to 1784 psi!.

To further assess the applicability of the present correlation to
predict experimentally measured data from other studies, experi-
mental data obtained by Al-Astrabadi et al.@9# for a thin iron
oxide film grown on EM3B mild steel in contact with an uncoated
steel substrate were also compared in Fig. 11. The iron oxide film
consisted mainly of hematite Fe2O3, which was grown in an oxi-
dizing environment of 70°C~158°F! temperature and 80 percent
humidity. The experimental data from Al-Astrabadi et al.@9# and
the present correlation compared favorably, as shown in Fig. 11.
The surface roughness and absolute asperity slope for the oxide
film ~2.28 mm and 0.210 radian, respectively! were similar to
values encountered in the present study for ceramic coatings.
Again, the experimental study did not include surface profile flat-
ness deviation prior to film growth or post processing; therefore, a
value of one was assumed for the PFI. The other experimental
studies by Peterson and Fletcher@24# and Lambert et al.@25# pro-
vided flatness deviation pre and post-processing; therefore, the
PFI ratio was easily calculated. The thermal conductivity values
for the anodized coatings were obtained from data published by
Ogden et al.@26#.

Conclusions and Recommendations
The total contact resistance for non-flat, metallic surfaces with a

non-metallic coating was obtained by superposition of the micro-
scopic ~contact spots!resistance and the macroscopic~contour!
resistance. Prior to this investigation, liquid analog and non-flat
surfaces in contact with an optically flat, uncoated surface had
been investigated. An experimental and analytical investigation to
study the effect on total thermal contact resistance for non-flat,
metallic surfaces coated with non-metallic material~i.e., ceramic
materials!was conducted.

The development of the macroscopic thermal contact resistance
expression using Hertzian contact theory was employed with
modifications for roughened surfaces. The reduction in thermal
conductivity in dielectric ceramic materials when applied as a thin
film was also taken into account.

A comparison of the present model for total thermal contact
resistance was made with several refractory ceramic coatings de-
posited on a single metallic substrate while the opposite contact-
ing substrate remained uncoated. Experimental data from several
investigations were also included for comparison. Both the
present data and those gathered from other experimental studies
compared favorably with the model and correlation.

A total thermal contact resistance, which includes both the mi-
croscopic and macroscopic resistance, was computed from the
thermophysical and mechanical properties of both the substrate
and coating material. Geometric and profile parameters such as

surface roughness, absolute asperity slope, and profile flatness
were also employed. The correlation equation, Eq.~35!, contains
terms that account for the macroscopic resistance and the micro-
scopic resistance with the importance of each term inferred from
the PFI ratio. As the value of thePFI ratio approaches unity, the
contacting surface approaches nominally flat conditions, the first
term dominates and the macroscopic term becomes negligible. In
turn, as thePFI ratio deviates from unity in the positive direction,
the contacting surface approaches non-flat conditions, the second
term dominates and the microscopic term becomes negligible.
Therefore, thePFI ratio can be a rough indicator, of which term,
microscopic or macroscopic, in Eq.~30! that will dominate.

In conclusion, a total thermal contact resistance that includes
both the microscopic and macroscopic resistance was computed
form the thermophysical and mechanical properties of both the
underlying substrate and coating material. Geometric parameters,
such as surface roughness, absolute asperity slope, and profile
flatness deviation, were also instrumental in its computation.
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Nomenclature

Aa 5 apparent area~m2!
a 5 microscopic contact spot radius~m!
B 5 radius of apparent area~m!
b 5 flux tube radius~m!
C 5 constriction parameter correction factor
d 5 plane separation~m!
E 5 Young’s Modulus~N/m2!

E8 5 equivalent Young’s Modulus~N/m2! @(12v1
2/E1

1(12v2
2)/E2

21

h 5 standardized separation (d/s)
K 5 thermal conductivity~W/m K!
L 5 load ~N!

mabs 5 combined absolute asperity slope,mabs5(mabs1
2

1mabs2
2)1/2 ~rad!

N 5 total number of asperities
n 5 expected number of contact spots
P 5 apparent contact pressure~N/m2!
Q 5 heat transfer rate~W!
q 5 heat flux~W/m2!
R 5 thermal resistance~K/W!

R9 5 thermal resistance per unit area~m2 K/W!
RC 5 profile radius of curvature~m!

s 5 dimensionless distance from mean reference plane
(z/s)

T 5 temperature~°C!
TIR 5 total profile flatness deviation~m!; TIR5TIR11TIR2

t 5 coating thickness~mm!
X 5 defined by Eq. 14
z 5 height above mean plane of surface~m!

Greek Letters

a 5 real effective contour radius~m!
b 5 defined by Eq. 23

DTc 5 effective temperature drop across interface~K!
z i 5 roots of Bessel function J1(z i)
h 5 defined by Eq. 18
l 5 eigenvalues
n 5 Poisson ratio
r 5 defined by Eq. 19
s 5 rms surface roughness~m!
t 5 dimensionless coating thickness (t/ae)

Q 5 probability density function of peak heights
x 5 convergence value
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w 5 macroscopic and microscopic thermal constriction
factor

v 5 bulk compliance~m!

Superscripts

* 5 non-dimensional parameter
8 5 effective

Subscripts

1 5 substrate 1
2 5 substrate 2
a 5 apparent

act 5 actual parameter
b 5 bare or uncoated surface
c 5 coating
e 5 elastic

Hz 5 Hertzian
i 5 index of summation
J 5 joint

m 5 harmonic
nom 5 nominally flat or non-wavy parameter

s 5 substrate
s-c 5 substrate-coating
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Estimation of Thermophysical
Properties by the Spectral
Method—Development and
Evaluation
This paper reports the evaluation of a spectral technique for estimating thermophysical
properties. It demonstrates that one can construct a virtual quasi-steady periodic experi-
ment from a limited but properly selected set of transient non-periodic data. In the
spectral domain, the phase angles of the responses at different locations relative to a
periodic input signal depend on the thermophysical properties. For the purpose of this
evaluation, the transient temperature responses to a surface heat flux input are analyti-
cally obtained at pre-selected sensor locations. The transient data are converted to peri-
odic data, phase angles are computed, and thermophysical properties are estimated. All
deviations from known property values due to numerical errors are reported.
@DOI: 10.1115/1.1336507#

Keywords: Conduction, Heat Transfer, Inverse, Properties, Thermophysical

Introduction
The estimation of thermophysical properties for a complex sys-

tem needs accurately measured transient temperature at pre-
selected sites. In these applications, various inverse techniques
have emerged in the literature. They permit the estimation of ther-
mophysical properties from measured temperature data. Parker
et al.@1# developed the Flash method for the estimation of thermal
diffusivity in slab specimens. Taylor@2# extended Parker’s flash
method to high temperatures utilizing a laser pulse. Mottram et al.
@3# reported thermal diffusivity measurements in fiber-phenolic
resin composites. Donaldson et al.@4# used a laser pulse for ther-
mal diffusivity measurement by a radial heat flow method. Dowd-
ing et al. @5,6# used electric heaters to conduct one and two-
dimensional experiments to estimate orthotropic thermal
properties of a carbon-carbon composite.

This theoretical inverse study uses phase angles and amplitudes
instead of local temperature to estimate the thermophysical prop-
erties. Among earlier work, Hensel@7# has described use of the
Fast Fourier Transform~FFT! and frequency domain adjoint
analysis in parameter estimation with applications to heat transfer.
According to the sensitivity analysis for sinusoidal heat input,
Haji-Sheikh et al.@8#, it is possible to accurately estimate the
thermal diffusivity if phase angles are experimentally obtained.
Often, the acquisition of the phase angle requires only the func-
tional variation of temperature; therefore, one can measure a
temperature-dependent effect and calculate the phase angle with-
out knowing the exact value of temperature or heat flux. Among
the candidates whose magnitudes can be affected by temperature
are electrical resistivity, voltage output from a bimetallic junction,
change of surface reflectance for polished metals, and emitted
surface radiation. In some applications, e.g., laser heating, it is
difficult, if not impossible, to supply a well-defined harmonic heat
flux to a surface. However, it is possible to have a heat flux pulse
at a surface and gather a well-defined set of experimental response
data. This paper demonstrates that response data due to a non-
periodic heat flux pulse can be used to generate multi-frequency
data, referred to as virtual periodic data or virtual data herein. The

virtual periodic data is used to develop a virtual experiment pri-
marily to predict the phase angles and to estimate the selected
thermophysical properties.

The technique presented here is a conceptual method of using
an inverse analysis in the spectral domain to determine the ther-
mophysical properties. This method can provide accurate results
when it is not possible to obtain periodic data. Accordingly, one
can use virtual periodic data instead of hard-to-get real periodic
data for determining the thermophysical properties. A method of
obtaining a set of virtual periodic data is discussed in the next
section. To provide a critical evaluation, a quasi-steady-state vir-
tual experiment is carried out using analytically calculated
temperature.

Construction of Virtual Periodic Data
Preliminary to any analysis, it is necessary to discuss a method

of constructing a set of quasi-steady periodic data. The following
analysis applies to a linear system where the thermophysical prop-
erties within a narrow temperature range are assumed constant
about a mean temperature; potential applications include high
temperature and thin film studies. The development of this con-
cept is related to the behavior of the Fourier series. Consider a
solid that is subject to a typical non-periodic heat inputq(t) dur-
ing time 0 tots as shown in Fig. 1~a!. Assume the experimental
response data, e.g., temperature data are acquired during the heat-
ing period ts and the data acquisition is continued after heating
stops and until any change in the response is negligible. The step-
by-step procedures to obtain virtual periodic data are described
below:

Step 1. The first step is to acquire response data such as tem-
perature at every (xl ,yl) location and the data shall be designated
asR0(xl ,yl ,t) in the following steps. For the sake of brevity and
without loss of any generalization, it is assumed the conduction of
heat is two-dimensional.

Step 2. This step describes the procedure to construct a set of
quasi-steady periodic data. One can arbitrarily select a timet1 ,
preferablyt1>ts , and expand the input heat fluxq(t) in the Fou-
rier series within 0,t,t0 using equation
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q~ t !/q05(
n51

`

an sin~npt/t0!, (1a)

wheret05(ts1t1)/2. The left side of this equation represents a
surface heat flux pulse during 0<t<ts and it is plotted in Fig.
1~a!. When using a Fourier sine series, Eq.~1a!, one assumes a
periodic form forq(t)/q0 as plotted versus the dimensionless time
t/ts in Fig. 1~b! for 0,t/ts,6. Figure 1~b!contains a series of
positive and negative inputs. Figure 1~b! shows a period equal to
ts1t1 that corresponds to a frequencyn5p/t0 . Once the fre-
quencyn is determined by arbitrary selection oft1 , Eq. ~1a! ex-
presses the data as a Fourier series of sin(npt/t0)5sin(nnt) that
represent a set of harmonic functions with pre-assigned frequen-
cies. The time domain within each period now includes a positive
pulse and a negative pulse, see Fig. 1~b!. Therefore, one can ar-
bitrarily selectt1 , computet05(ts1t1)/2 andn5p/t0 , and then
use the frequenciesnn, for n51,2, ,̄ to analyze the multi-
frequency signals.

Step 3. The task within this step is to use superposition and
account for the effect of individual heat pulses shown in Fig. 1~b!.
The first pulse designated by I starts att050 and produces a
response equal toR0(xl ,yl ,t) at a location (xl ,yl) for t.0. The
next pulse, Pulse II, is the same as Pulse I except it has a negative
magnitude and begins at timet1 ; this pulse provides a response
equal to2R0(xl ,yl ,t2t1) at (xl ,yl) for t.t1 . This process can
be continued for the third pulse, fourth pulse, and so on. There-
fore, for a linear system, one can use superposition to construct a
periodic responseR(xl ,yl ,t) from a non-periodic response
R0(xl ,yl ,t). The superposition using the relation

R~xl ,yl ,t !5(
j 50

Nj

~21! jR0~xl ,yl ,t2t j !, (1b)

where t j5 j t01(t02ts)@12(21) j #/2 and R0(xl ,yl ,t2t j )50
when t,t j , yields quasi-steady periodic response to a periodic
input signal whenNj is sufficiently large. The values oft0 ,t1 ,t2 ,
etc. are designated in Fig. 1~b!.

Step 4. Once the virtual periodic dataR(xl ,yl ,t) at all pre-
selected sensor locations are available, the fourth step is finding

the phase angles and amplitudes for predetermined frequenciesn,
2n, 3n, etc. One can apply Discrete Fourier Transform~DFT! or
Fast Fourier Transform~FFT! ~@9#! to the input and response sig-
nals to obtain phase angles and amplitudes for all relevant fre-
quency signals at all (xl ,yl) locations. Both DFT and FFT are
readily available packages to perform Fourier analysis.

Step 5. At any given frequency, it is necessary to select a
suitable computation method and compute the response
R(xl ,yl ,t) for a given sinusoidal heat input. Therefore, in this
study, the fifth step is the analytical or numerical prediction of a
steady periodic temperature response for comparison with the sig-
nal processing results.

Step 6. The sixth and final step is to compare experimentally
determined phase angles and amplitudes with those computed
analytically and to estimate the thermophysical properties by
minimizing the differences. Before attempting to perform this in-
verse procedure, it is necessary to select a geometrical configura-
tion and perform analytical studies mainly to gain insight into the
problem.

Direct Analysis
As a test case, a two-region system, as shown in Fig. 2, is

selected. Region 1 is orthotropic with thermal conductivitiesk1x
andk1y in x andy directions, densityr2 , and specific heatcp1 .
Region 2 is homogeneous with thermal conductivityk2 , density
r2 , and specific heatcp2 . The relevant dimensionsa, b, c, andd
are shown in Fig. 2. All surfaces are adiabatic except aty5c
where there is a heat flux over 0,x<d.

The analytical temperature solution for prescribed heat flux
over all surfaces is in Aviles-Ramos et al.@10#. The conduction of
heat in the two-layer body depicted in Fig. 2 is described by the
diffusion equation in region 1 as

k1x

]2T1

]x2 1k1y

]2T1

]y2 5r1cp1

]T1

]t
(2a)

and the diffusion equation in region 2,

k2

]2T2

]x2 1k2

]2T2

]y2 1g2~x,y,t !5r2cp2

]T2

]t
, (2b)

whereg2(x,y,t) is a volumetric heat source function that could
include the surface heat flux. The solutions of Eqs.~2a! and ~2b!
are available in Aviles-Ramos et al.@10# for the following bound-
ary and initial conditions:

]T1

]x
50 and

]T2

]x
50 at x50 and x5a (3)

]T1

]y
50 at y50 (4)

T1~x,y,t !5T2~x,y,t ! at y5b (5)

Fig. 1 A typical dimensionless heat flux: „a… the original heat
pulse; and „b… the constructed periodic heat flux

Fig. 2 Schematic of a two-layer body and boundary conditions
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k1x

]T1

]x
5k2

]T2

]y
at y5b (6)

k2

]T2

]y
50 at y5c (7)

T1~x,y,t !50 and T2~x,y,t !50 at t50. (8)

A solution to the problem stated by Eqs.~2a! through ~8! is
~@10#!

Ti~x,y,t !5(
n50

`

(
m50

`
Fi ,mn~x,y!

Nmn
E

t50

t

exp@2lmn
2 ~ t2t!#

3F E
0

aE
b

c

g2~x8,y8,t!F2,mn~x8,y8!dy8dx8Gdt;

for i 51 or 2, (9)

whereFi ,mn(x,y) are the eigenfunctions given as

F1,mn~x,y!5cos~npx/a!cos~gmnkry! (10)

F2,mn~x,y!5cos~npx/a!@Bmn sin~hmny!1Cmn cos~hmny!#
(11)

Nmn5E
0

aE
0

b

r1cp1@F1,mn~x8,y8!#2dy8dx8

1E
0

aE
b

c

r2cp2@F2,mn~x8,y8!#2dy8dx8 (12)

kg5Ak1x /k1y, gmn andhmn are related to the eigenvalueslmn by
the equation

gmn5Agmn
2 /a1x2~np/a!2 (13)

hmn5Almn
2 /a22~np/a!2, (14)

where a1x5k1x /r1cp1 and a25k2 /r2cp2 . The contact condi-
tions, Eqs.~5! and ~6!, yield Bmn andCmn ,

Bmn5cos~gmnkrb!sin~hmnb!

2~gmn /hmn!~Ak1xk1y/k2!sin~gmnkrb!cos~hmnb!

(15)

Cmn5cos~gmnkrb!cos~hmnb!

1~gmn /hmn!~Ak1xk1y/k2!sin~gmnkrb!sin~hmnb!.

(16)

Equation ~9! can account for the effect of a surface heat flux
q(x,t) at y5c, see Fig. 2, by settingg2(x,y,t) equal to

g2~x,y,t !5q~x,t !d~y2c!, (17)

where d(y2c) is the Dirac delta function. A heat flux surface
function q(x,t) at y5c is chosen, to conform to the Dowding
et al. @6# experiments, as

q~x,t !5q0@H~x!2H~x2d!#@H~ t !2H~ t2ts!#, (18)

whereq0 is a constant, the step functionH(•) is the Heaviside
function, andts is the time when the heat flux goes to zero. Equa-
tion ~18! contains a square wave function expressed by two step
functionsH(t)2H(t2ts); it is expanded in Fourier sine series for
0<t<t0 to produce

q~x,t !5
4q0

p
@H~x!2H~x2d!#

3(
k51

`
1

k
sin2~knts/2!sin~knt !; t<t0 , (19)

wheren is the angular frequency. It is defined as

n5p/t0 (20)

andt0 is selected arbitrarily so thatt0.ts . When analyzing ac-
tual experimental data, the time range of available data influences
the selection oft0 .

Temperature Response to a Periodic Heat Flux. Equation
~19! contains sinusoidal components of heat flux. Figure 3 shows
the effect of the right side of Eq.~19! as q/q0 is plotted for 0
,t,1000. This figure shows a periodic heat flux with a period of
2t0 . It is of current interest to study the form of temperature at
selected locations if the surface heat flux has the form depicted in
Fig. 3. The temperature at any location should change periodically
and should attain a quasi-steady periodic form as time becomes
large. In an actual experiment, a quasi-steady condition may not
be attainable; therefore, the goal is to acquire a set of virtual
periodic data. Notice that the diffusion equation is linear; hence,
all sinusoidal components of temperature at a given site will have
the same angular frequencies,kn, as those of the input heat flux,
Eq. ~17!, shown by Eq.~19!. However, for eachk-component of
the surface heat flux in Eq.~19!, the periodic component of tem-
perature will have a phase shift depending on the location, signal
angular frequency, and thermophysical properties.

The final form of the volumetric heat generation function
g2(x,y,t) is obtained by substituting Eq.~19! into Eq. ~17!,

g2~x,y,t !5
4q0

p
d~y2c!@H~x!2H~x2d!#

3(
k51

`
1

k
sin2~knts/2!sin~knt !. (21)

The analytical solution is obtained substituting Eq.~21! into Eq.
~9!. Then, the temperature solution is cast in a convenient form for
obtaining the phase angles and amplitudes, that is

Ti~x,y,t !5(
k51

`

C i ,k~x,y!sin@knt2w i ,k~x,y!#

1(
k51

`

Di ,k~x,y!1(
k51

`

Ci ,k~x,y,t ! (22)

for i 51 or 2. The amplitude,C i ,k(x,y), in Eq. ~22! is

C i ,k~x,y!5AAi ,k
2 ~x,y!1Bi ,k

2 ~x,y! (23)

and the corresponding phase angle,w i ,k(x,y), is

w i ,k~x,y!5tan21F2Ai ,k~x,y!

Bi ,k~x,y! G . (24)

Other functions and parameters in Eqs.~22–24! are

Fig. 3 Heat flux input to produce virtual temperature re-
sponses, t sÄ80 sec. and toÄ112 sec.
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Ai ,k~x,y!52
4q0d

p

Fi ,00~x,y!

N00

sin2~knts/2!

k2n
2

4q0an

p2

3 (
m51

`

(
n51

`
Fi ,mn~x,y!

nNmn

3
Fmn~c!sin~npd/a!sin2~knts/2!

lmn
4 1~kn!2

2
4q0dn

p (
m51

`
Fi ,m0~x,y!

Nm0

Fm0~c!sin2~knts/2!

lm0
4 1~kn!2

(25)

Bi ,k~x,y!5
4q0a

p2 (
m51

`

(
n51

`
lmn

2 Fi ,mn~x,y!

nkNmn

3
Fmn~c!sin~npd/a!sin2~knts/2!

lmn
4 1~kn!2

1
4q0d

p (
m51

`
lm0

2 Fi ,m0~x,y!

kNm0

Fm0~c!sin2~knts/2!

lm0
4 1~kn!2

(26)

Ci ,k~x,y,t !5
4q0an

p2 (
m51

`

(
n51

`
Fi ,mn~x,y!

nNmn

3
Fmn~c!sin~npd/a!sin2~knts/2!

lmn
4 1~kn!2 exp~2lmn

2 t !

1
4q0dn

p (
m51

`
Fi ,m0~x,y!

Nm0

3
Fm0~c!sin2~knts/2!

lm0
4 1~kn!2 exp~2lm0

2 t ! (27)

Di ,k~x,y!5
4q0d

p S Fi ,00~x,y!

N00
D sin2~knts/2!

k2n
(28)

Fmn~c!5Bmn sin~hmnc!1Cmn cos~hmnc!. (29)

Equation ~22! may be used to generate a set of analytically
produced data. Equations~23! and ~24! provide amplitudes and
phase angles for property estimation.

Spectral Analysis and Property Estimation

Spectral Analysis for Amplitudes and Phase Angles Estima-
tion. Equation~22! represents the direct solution for temperature
distribution in a composite region due to the heat flux shown in
Fig. 3. It provides the temperature as a function of time at any
given spatial location if thermophysical properties of the materials
are prescribed. In an inverse analysis, the thermophysical proper-
ties may be the unknowns to be determined. For this reason, it is
desirable to place sensors at pre-selected locations and use the
transient response of the sensors to estimate the thermophysical
properties.

A periodic input heat flux induces a periodic temperature at the
sensor locations with an angular frequency of the input signal. For
example, if the input signal has components sin(knt) with k
51,2, ,̄ as identified by Eq.~19!, then the temperature at any
location will have components with exactly the same angular fre-
quencies. Theoretically, it is possible to decompose such a tem-
perature response into its harmonic components with the afore-
mentioned frequencies. A spectral analysis is employed in order to
extract the amplitudes and phase angles of the harmonic
components.

In general, a periodic function can be expressed in terms of the
sine and cosine components using the Fourier series

h~ t !5
1

2
a01(

n51

`

@an cos~nnt !1bn sin~nnt !# (30)

over one period. Whenh(t) is any periodic function such as tem-
perature at a sensor location, the coefficientsan and bn are ob-
tainable by numerical integration or by using a fast Fourier trans-
form. Therefore, it is necessary to test the accuracy and efficiency
of numerical techniques to computean and bn coefficients and
then the phase angles and amplitudes.

Before addressing an experimental case, it is essential to vali-
date this inverse analysis method by simulating temperature data
analytically. A set of seven temperature responses is generated to
investigate the accuracy of numerical computations. The sensor
locations for simulated temperature sensors (xl ,yl) are selected
the same as those in Dowding et al.@11#. The coordinates of
(xl ,yl) for l 51 through 7, using~x,y! axes shown in Fig. 2, are:
~0.889, 0.9144!,~1.905, 0.9144!,~3.175, 0.9144!,~4.290, 0.9144!,
~6.731, 0.9144! ~1.270, 0!,~6.35, 0!, respectively; all units are in
centimeters. Equation~22! is used to generate these signals for a
virtual experiment assumingq050.5276 W/cm2 during ts580sof
heating, then data are generated during a period of 448 sec. To
obtain simulated data, Eqs.~1b! and ~9! yield the same results as
those from Eq.~22!. A sensitivity analysis in Dowding et al.@11#
discusses the selection of the heating timets for adequate response
in thex andy-directions. Figure 4 shows these computed tempera-
ture responses. The analytically generated data in Fig. 4 show that
the temperature solution becomes quasi-steady and periodic for
times greater than 2t05224 sec. The geometrical dimensions as
shown in Fig. 2 area57.62 cm,b50.914 cm,c50.958 cm, and
d52.36 cm. The thermophysical properties used to produce simu-
lated input data are for carbon-carbon composite in Region 1 and
mica in Region 2. The property values for Region 1 arek1x

50.608 W/cm•K,k1y50.039 W/cm•K,r1cp151.56 J/cm3
•K ob-

tained from Dowding et al.~@6#, Eqs.~2–4!! at a mean tempera-
ture of 72.5°C. The effective property values for Region 2 are
k250.001 W/cm•K,r2cp252.0 J/cm3

•K Dowding et al.@5#. For
a surface heat flux shown in Fig. 3, Eq.~22! produces periodic
temperature responses at all thermocouple sites whent>2t0
5224s. Indeed, the temperature responses are quasi-steady and
periodic whent.224swith a period of 224 and Eq.~20! yields a
frequency of 0.028 rad/s.

In general, Eq.~30! can be used to compute the phase angles
and amplitudes of temperature at any location. The sensitivity
analysis for temperature response by Dowding et al.@11#, as men-
tioned earlier, shows that the temperature measurements at the
corners of the specimen are the most sensitive. Note that the co-
ordinates forl 51, 2, 5, 6 and 7 are located near the corners of the
specimen~see Fig. 2!. The sensitivity coefficients for the phase
angles defined by Eq.~24! were calculated at the locations (xl ,yl)
for l 51 throughl 57. The results show that the sensitivity coef-

Fig. 4 Temperature data at seven locations generated using
Eq. „22… for heat flux input as shown in Fig. 3
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ficients for k1x , k1y , r1cp1 , and k2 are linearly independent in
the interval 0.028 rad/s<kv<0.7 rad/s. The sensitivity results
showed tendencies similar to those for temperature in Dowding
et al. @11#.

There are established numerical schemes available in the litera-
ture to accomplish the task of computing the phase angles and
amplitudes. The accuracy of these numerical techniques depends
on the number of available data points within a computation win-
dow that is equal to one period. It is important to investigate the
accuracy of widely used numerical schemes by analyzing the
simulated temperature data within the second period of those data
shown in Fig. 4, after a quasi-steady response has been attained.
Here, Eqs.~23! and~24! can analytically provide the exact values
of amplitudes and phase angles. Also, they can be computed from
temperature data by using the Discrete Fourier Transform~DFT!,
see Press et al.@9#. The DFT can be computed with greater nu-
merical efficiency using an algorithm called the Fast Fourier
Transform~FFT! ~@9#!. The data within a window used for calcu-
lating the phase angles are shown in Fig. 5. The phase angles
calculated from the temperature responses in Fig. 5 using the FFT
are listed in Table 1. Results for different numbers of discrete
points,N, within the window are shown in Table 1.

For comparison, Table 1 also provides the exact value ofw1,1 in
column 2. WhenN5285256, the deviation from the exact values
is less than 1 percent. This deviation decreases asN increases. A
value with 5 accurate significant figures is obtained whenN
52195524288. These results show that the finite-duration nu-
merical sequences obtained from the temperature response dis-
played in Fig. 5 are the typical sampled points that should be used
when applying the FFT to temperature responses. The phase
angles are also calculated using the Fourier coefficients in Eq.
~30!. They agree to 6 decimal figures with entries in column 2 of
Table 1; 512 equally spaced time increments are used in the nu-
merical integration.

Estimation of Thermophysical Properties. Once the phase
angle is computed, the next task is the estimation of thermophysi-
cal properties from a set of nonlinear equations. Since the exact

value of the phase angle is known a priori, the data reveals the
effect of a finite sample size in the FFT window on estimated
thermophysical properties. The computed phase angles in Table 1
are used to compute the thermophysical properties. Further details
concerning the method of computing the thermophysical proper-
ties from given phase angles and estimation of error is in Aviles-
Ramos@12#. Table 2 shows the estimated values of thermophysi-
cal properties for the number of data pointsN528,212,216,219 used
in the FFT. For comparison, the final row in the table is the true
property values described earlier in this paper. Table 1 shows the
effect of numerical integration that is an integral part of FFT.

There are four thermophysical properties that can be estimated
because the sensitivity coefficients of the phase angles fork2 and
r2cp2 are linearly dependent. For this reason, it is assumed that
r2cp252.0 J/cm3

•K is known a priori. Next, the sum of squares
of differences between calculated phase angles and phase angles
from the simulated data

S5(
l 51

7

$@w1,1~xl ,yl !#calc.2@w1,1~xl ,yl !#FFT%
2 (31)

is minimized. Only a single frequency,k51, is used in this mini-
mization. Brent’s@13# method is used in the minimization leading
to the computation of the thermophysical properties. Table 2 in-
cludes the error values when computing the thermophysical prop-
erties with different numbers of discrete points. In general, when
N is large, the error is small. The error in estimated thermophysi-
cal properties is larger than the error in phase angles shown in
Table 1.

To determine the effect of random noise on the numerical se-
quences fed to the FFT, a uniformly distributed random noise is
added to these sequences. The added random noise is equal to63
percent of the maximum temperature rise at thermocouple No. 1;
approximately60.5°C. Accordingly, the random numbers are
bounded within the limits20.03Tm<«<0.03Tm , where Tm
5T(x1 ,y1 ,t) is a near maximum temperature in the data set.
Equation~22! is used to generate 513 data points within the com-
putational window; the time between two consecutive data points
is 0.4375 sec. Random noise, as defined earlier, is added to the

Fig. 5 Temperature responses for application of the FFT; a
window within 224 ÏtÏ448s is shifted to 0 ÏtÏ224s

Table 1 Exact and numerical phase angles, w1,1„x l ,y l… at
seven thermocouple locations, „x l ,y l…, calculated using the
FFT

Table 2 Estimated thermophysical properties from the phase
angles given in Table 1

Table 3 Exact and numerical phase angles, w1,1„x l ,y l… at
seven thermocouple locations with 3 percent random error
added
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temperature data. The same set of data is used for each of theN
values depicted in Table 1. The interpolation between data points
is used to generate the input to the FFT. Then, the resultant se-
quences are fed to the FFT and the computed phase angles are
shown in Table 3. The data show that the departure from the exact
values of the phase angle is small, about 0.5 percent; for a random
noise of63 percent, especially whenN is large. This is due to the
noise filtering capability of the FFT. Alternatively, instead of us-
ing FFT, the phase angles are obtained by calculating the Fourier
series coefficients in Eq.~30!. The calculated phase angles agree
with data in column 5 to four decimal places.

The computed phase angles in Table 3 are used to estimate the
thermophysical properties. This estimation shows the effect of the
random error in the virtual data on the estimated thermophysical
properties. These computed properties are shown in Table 4. The
error in the computed phase angles, forN5219, in Table 3 is very
small, less than 0.2 percent. However, the errors in the estimated
properties, Table 4, are much larger but they remain at the same
order as the input noise; 3.82 percent, 5.59 percent, and 4.13
percent fork1x , k1y , andr1cp1 , respectively.

Table 2 shows that, in the absence of the random noise, the
error in the estimated property values decreases and becomes neg-
ligible asN increases. In contrast, for data in Table 4, the errors
remain nearly constant forN larger than 28 that is less than the
number of data~513! per thermocouple. It is likely that the ran-
dom noise in temperature data produces this anomaly as it in-
creases the phase angle error in the high frequency components of
the response data. As shown in Haji-Sheikh et al.@10#, for a har-
monic componentDw5DT/C, that is, an errorDT in the har-
monic data produces an errorDw while C is the amplitude. Since
the amplitude in high frequency data is small then the noise in
temperature data can amplify the error in the phase angle.

The simulated temperature data generated earlier to study the
newly proposed method closely approximates the experimental
data from Dowding et al.@6#. To assist the efficiency of this new
method, experimental data are studied. Properties estimated using

the measured temperature response are then compared with those
estimated using the proposed method. Experimental data from
Dowding et al.@6# are shown in Fig. 6 fort,112s. They are
acquired from an experiment that can be represented as shown in
Fig. 2 whenq050.5276 W/cm2 over y5c and 0,x,a surface
for a heating duration of 80 seconds. The data fort.112s are
produced using Eq.~1b!. To generate data whent.112s for in-
clusion inR0 , Eq. ~1b!, it is necessary to extrapolate the experi-
mental data. Clearly, the experimental data from Dowding et al.
@6# should approach a constant value ast→` if the surfaces are
perfectly insulated. However, finding this limit is not a critical
step since it only provides a small temperature offset and it has a
negligible effect on the phase angles and amplitudes. To obtain
virtual periodic data from acquired experimental data, Eq.~1b! is
used and the results fort.112 are given in Fig. 6. The estimated
thermophysical properties of carbon-carbon, Region 1, using mea-
sured temperature data, as reported in Dowding et al.@6#, are in
the first row of Table 5. The second row in Table 5 contains the
corresponding virtual data analyzed by this spectral method. The
calculation of Dowding et al.@6# included the effect of heat loss
through the insulation aty50 whereas the data in the second row
assume perfect insulation. The data in the third row, Table 5, are
computed in the same manner as those in the first row except
assuming perfect insulation aty50. Although the differences be-
tween data in the first and second rows is within the error bounds
reported in Dowding et al.~@6# see Fig. 4!, the difference between
data in the second and third rows is further reduced.

Remarks and Conclusions
The technique for the computation of the phase angle presented

here is purely analytical. When it is not possible to obtain an
analytical temperature solution for a given set of thermophysical
properties, a numerical solution becomes necessary. In general,
one can consider a solid subject to a harmonic~sinusoidal!input,
such as heat flux, temperature, or volumetric heat source; e.g.,q
5q0 sin(nt). As time becomes large, the temperature at any point
within the solid assumes a periodic form described by the relation
T(x,y,t)5A(x,y)cos(nt)1B(x,y)sin(nt). SubstitutingT(x,y,t) in
the diffusion equation yields two simultaneous relations

¹•@k~x,y!¹A~x,y!#1r~x,y!cp~x,y!nB~x,y!50 (33a)

¹•@k~x,y!¹B~x,y!#2r~x,y!cp~x,y!nA~x,y!50 (33b)

with appropriate boundary conditions. Equations~33a,b!may be
solved by a numerical scheme, see Hensel@7#.

This procedure is mathematically based and the initial emphasis
is directed toward Fourier conduction. The results, using simu-
lated temperature data show that an accurate estimation of ther-
mophysical properties is possible. In some applications, it may be
impossible to provide accurate temperature data; instead one can
use any other temperature-dependent property to determine the
phase angle and estimate the unknown thermophysical properties
without knowing the temperature magnitude.

Figure 4 shows steady periodic temperature values beyond the
first period. There is a constant temperature offset because
Fi ,00(x,y) in Eq. ~28! is a constant that makesDi ,k(x,y) a con-
stant. Therefore, a Fourier series of sine and cosine can adequately

Fig. 6 Experimental temperature data for tË112s from Dowd-
ing et al. †6‡ and virtual data generated for tÌ112s

Table 4 Estimated thermophysical properties from the phase
angles with random error in Table 3

Table 5 Thermophysical properties for the carbon-carbon
composite sample, initial temperature 65°C
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describe the temperature distribution. Since the dominant frequen-
cies are known in advance, the numerical integration to compute
the Fourier coefficients is computationally faster than the FFT.

The potential applications include conduction in materials with
non-Fourier behavior. However, since this proposed methodology
is new, the computation window and consequently the period of
the virtual data are selected to analyze the experimental data Fig.
6. Indeed, the sensitivity of the phase angle to a specific property
depends on the location of the sensor and the specific frequency in
the Fourier analysis. The sensitivity to a single parameter is dis-
cussed in Haji-Sheikh et al.@10#. The study of sensitivity coeffi-
cients for multi-parameter estimation is a subject for future
studies.

Acknowledgments
The first two authors wish to acknowledge the support of the

National Science Foundation through a supplemental fund, Grant
No. CTS-9400647.

Nomenclature

a, b, c, d 5 dimensions in Fig. 2, cm
Ai ,k(x,y) 5 function, Eq.~25!
Bi ,k(x,y) 5 function, Eq.~26!

Bmn 5 coefficients, Eq.~15!
Cmn 5 coefficients, Eq.~16!

Ci ,k(x,y) 5 function, Eq.~27!
cp1 5 specific heat, region 1, J/kg•K
cp2 5 specific heat, region 2, J/kg•K

Di ,k(x,y) 5 function, Eq.~28!
F1,mn(x,y) 5 eigenfunction for two-dimensional solution, Eq.

~10!
F2,mn(x,y) 5 eigenfunction for two-dimensional solution, Eq.

~11!
gi(x,y,t) 5 volumetric heat source, W/cm3

H(t) 5 Heaviside function
i 5 index for material domain
k 5 index in the Fourier series expansion

k1x 5 thermal conductivity in region 1 alongx, W/cm•K
k1y 5 thermal conductivity in region 1 alongy, W/cm•K
k2 5 thermal conductivity in region 2, W/cm•K
kr 5 (k1x /k1y)

1/2

m, n 5 indices in eigenfunctions
N 5 number of sampled points in discrete Fourier

transform
Nmn 5 norm of two-dimensional solution, Eq.~12!

q 5 heat flux function, Eq.~18!, W/cm2

q0 5 constant heat flux, W/cm2

R 5 response function
t 5 time, s

ts 5 duration of heating, s
Ti(x,y,t) 5 temperature in regions 1 or 2, Eqs.~22!, °C

TC 5 thermocouple
x, y 5 coordinates, cm

Greek Symbols

a1x 5 thermal diffusivity,k1x /r1cp1 , cm2/s
a2 5 thermal diffusivityk2 /r2cp2 , cm2/s

gmn 5 eigenvalues, Eq.~13!, cm21

d 5 Dirac delta function
« 5 random error, °C

hmn 5 eigenvalues, Eq.~14!, cm21

lmn 5 eigenvalues for time, s21

n 5 frequency, rad/s
r1 ,r2 5 density of regions 1 and 2, kg/cm3

t0 5 final experimental measurement time, s
w i ,k(x,y) 5 phase angles, Eq.~24!, rad

Fmn(c) 5 functions, Eq.~29!
C i ,k(x,y) 5 amplitudes, Eq.~23!
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Modified Hazen-Dupuit-Darcy
Model for Forced Convection
of a Fluid With Temperature-
Dependent Viscosity
We investigate numerically the global pressure-drop of fluids with temperature dependent
viscosity, flowing through a porous medium channel bounded by two parallel isoflux
surfaces. By reviewing the development of the Hazen-Dupuit-Darcy (HDD) equation we
bring to light the inappropriateness of the model in estimating the global pressure-drop of
fluids with temperature dependent viscosity. Albeit this observation, we tested the accu-
racy of the HDD model in comparison with numerical results by using three alternatives,
namely (1) fluid viscosity determined at the average bulk temperature, (2) fluid viscosity
determined at the log-mean bulk temperature and (3) fluid viscosity replaced by a
channel-length averaged fluid viscosity. The HDD model is inadequate because the tem-
perature dependent fluid viscosity surprisingly affects both, viscous and form, global drag
terms. We propose and validate a new global model, which accounts for the effects of
temperature dependent viscosity in both drag terms of the original HDD model. Based on
our new model, two regimes are discovered as the surface heat flux increases. In the first
regime both drag terms are affected, while in the second regime only the form drag term
is affected, prior to the model reaching an inviscid limit. Predictive empirical relations
correcting the viscous and form drag terms, complementing the new model, are obtained
as functions of the surface heat flux.@DOI: 10.1115/1.1332778#

Keywords: Channel Flow, Forced Convection, Heat Transfer, Porous Media

Introduction
Darcy @1# described his empirical studies on steady-state filtra-

tion demonstrating that the water volume passing through a sand
layer is proportional to the pressure-drop across the length of the
layer, leading to the equation

a5
U*

S DP*

L* D , (1)

wherea is thehydraulic conductivityof the porous medium,U*
is the channel cross-section averaged fluid speed, also known as
theseepage speed, andDP* is the hydrostatic pressure difference
~inlet minus outlet! across the layer of lengthL* .

Three observations regarding Eq.~1! are fundamentally impor-
tant and pertinent to our study. The first is that the fluid used by
Darcy ~liquid water!was not heated/cooled along the sand layer.
Therefore, we can consider his experiment isothermal. A second
observation is that Eq.~1!, as is, involves no fluid material prop-
erty, a direct consequence of Darcy using the same incompressible
fluid, and not heating/cooling the fluid throughout his experi-
ments. Hence, Eq.~1! is valid, essentially, for incompressible fluid
in isothermal flow through a porous medium. The third and final
observation is that Darcy’s equation, as proposed, is an algebraic
equation involving cross-section average quantities, which we call
global quantities.

Several steps have been taken to generalize Eq.~1!. Hazen@2#
unveiled the fluid viscosity effect on the original flow equation
proposed by Darcy, Eq.~1!. By altering the temperature of the
fluid ~liquid water! before entering the porous medium, he ob-

served the influence of temperature on the hydraulic conductivity
calculated using Eq.~1!. He proposed a modification to the origi-
nal equation in the form

U* 5S T* 110

60 Da50

DP*

L*
, (2)

whereT* is the water temperature, measured in degrees Fahren-
heit, anda50 is the reference hydraulic conductivity value mea-
sured when the water is at 50°F.

A quick inspection reveals that the correction 60/(T* 110),
called theFahrenheit-factor, mimics the water viscosity depen-
dence on temperature, namelym(T* )/m(50°F), to less than one
percent for 40°F<T* <90°F. One can then rewrite Eq.~2! to read

U* 5
K

m~T* !

DP*

L*
, (3)

where K5@m(50°F)a50#, known asspecific permeabaility, is a
parameter supposedly independent of fluid properties. Keep in
mind that Hazen’s experiment was performed under isothermal
conditions as well, that is, invariant fluid temperature from inlet to
outlet of the porous medium. We refer to Eq.~3! as the Hazen-
Darcy equation.

Dupuit @3# was the first scientist to use theoretical principles to
interpret Darcy’s equation@4#. A consequence of Dupuit’s study is
the inclusion of a quadratic velocity term added to Eq.~3! mod-
eling the resistive form drag imposed on the fluid by the solid
permeable medium

DP*

L*
5

m~T* !

K
U* 1CrU* 2, (4)

where the coefficientC is the form coefficient of the porous layer.
We refer to Eq.~4! as the Hazen-Dupuit-Darcy equation@4#, or
simply, the HDD model equation.
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Another step towards the generalization of Darcy’s equation is
the ad-hoc extension to differential form, i.e.,

2¹* p* 5
m~T* !

K
u* 1Cruu* uu* , (5)

whereu* is the local~macroscopic, or representative elementary
volume! seepage fluid velocity and¹* p* is the local ~macro-
scopic!pressure gradient. The two terms in the RHS of Eq.~5!
represent the lumped viscous and lumped form effects~forces!
within the macroscopic permeable medium and are usually desig-
nated as viscous drag and form drag respectively, as theyimpede
the flow. ~The absence of the convective inertia and Brinkman
terms in Eq.~5! is valid for low permeability media, as treated in
the present work.!

Noteworthy is the widespread use of the uniform viscosity as-
sumption when applying Eq.~5! to model convection through a
porous medium~see for instance Kaviany@5# and Nield and Bejan
@6# for general reviews of the subject and Lauriat and Vafai@7#
and Lage and Narasimhan@8# for reviews specific to forced con-
vection!, even though most fluids have viscosity strongly depen-
dent on temperature.

Ling and Dybbs@9# presented a very interesting theoretical in-
vestigation of the temperature-dependent fluid viscosity influence
on the forced convection through a semi-infinite porous medium
bounded by an isothermal flat plate. The fluid viscosity was mod-
eled as an inverse linear function of the fluid temperature, which
is a very good model for many liquids, including water and crude
oil. Their study showed a very strong influence of temperature
dependent viscosity on the heat transfer from the flat plate. How-
ever, they did not consider the effects of temperature dependent
viscosity on the global pressure-drop across the porous medium.
Also important, in their analysis they have considered the fluid
flow as governed by the Darcy equation, i.e., Eq.~5! with C50.
In this case, the pressure-drop goes to zero when the fluid tem-
perature tends to infinite~because the fluid viscosity goes to zero!.
This is not the case whenCÞ0.

Equations ~4! and ~5! are commonly referred to as the
Forchheimer-extended Darcyequation in the literature. This is not
only historically incorrect, as ascertained by Lage@4#, but it also
conceals the true significance of the viscosity in the linear velocity
term by ignoring Hazen’s experiments, which were isothermal.
One can, for instance, question the validity of Eq.~4! for predict-
ing the pressure-drop of a fluid, with viscosity dependent on tem-
perature, being heated/cooled as it flows through a porous
medium.

Our study addresses precisely this aspect. We consider the ef-
fects on the global pressure-drop of a fluid with temperature-
dependent viscosity flowing through an isoflux porous channel, in
which case the fluid viscosity varies continuously along the chan-
nel. We use Eq.~5! as our model equation to obtain, through
numerical simulations, the global pressure-drop~inlet minus outlet
cross-section averaged pressure! along the channel for several
configurations.

Our main objective is to address the appropriateness and valid-
ity of Eq. ~4! under these circumstances. Those unaware of the
historical events leading to Eq.~4! would expect that the viscosity
variation affect only the linear term in Eq.~4! ~the only term
dependent on fluid viscosity!. Observe, however, that Eq.~4! does
not state how this variation affects the pressure-drop, for it does
not specify at what temperature the fluid viscosity should be
evaluated. That is, one can immediately question the appropriate-
ness of Eq.~4!. This and other fundamental issues are treated in
detail in the following sections.

Physical Model
Consider the forced convection of a fluid with temperature-

dependent viscositym(T* ) through a porous medium sandwiched
between two parallel isoflux surfaces, spaced by a distance 2H* ,

as shown in Fig. 1. The channel has lengthL* , and the fluid
enters the channel with uniform temperatureT0* and uniform lon-
gitudinal speedU0* . The mass, momentum, and energy transport
equations in non-dimensional form are, respectively,

¹•u50 (6a)

052¹p2Fh~T!

l11Gu2S l

l11Duuuu (6b)

u•¹T5S 1

l Pre
D¹2T, (6c)

wherel is the ratio of global form drag (DC5rCU0*
2) to global

viscous drag (Dm5m0U0* /K), and h is the ratio ofm(T* ) to
m(T0* ), respectively,

l5S rCK

m0
DU0* and h5

m~T* !

m0
, (7)

where m05m(T0* ). The other respective non-dimensional vari-
ables are

~x,y!5
~x* ,y* !

KC
~u,v !5

~u* ,v* !

U0*
p5

p*

~DC1Dm!KC

T5
~T* 2T0* !

m0
U dm

dT* U
T

0*
Pre5

m0cp

ke
q95

q* 9

S ke

KCDm0

U dm

dT* U
T

0*
.

(8)

Here,ke is the effective thermal conductivity of the medium, as-
sumed equal tofkf1(12f)ks , with kf and ks being the fluid
and solid thermal conductivities, respectively, andf is the poros-
ity of the porous medium. All other quantities are defined in the
nomenclature.

Boundary conditions are shown in Fig. 1. Inlet dimensionless
boundary conditions, atx50, areu5u051 and T5T050. To
reduce the computational effort of solving Eqs.~6a!–~6c!, we re-
stricted the computational domain to the region 0<y<H, impos-
ing symmetry conditions aty50 for both temperature and fluid
longitudinal velocity (]T/]y5]u/]y50). The upper boundary,
at y5H, is impermeable and isoflux (v50,]T/]y52qw9 ).

We imposed the velocity condition]u/]y50, and zero longi-
tudinal heat diffusion,]2T/]x250, at the outletx5L* /KC. To
make sure these conditions would not interfere with the numerical
results, we added a buffer zone of lengthLB beyond the heating
zone~see Fig. 1!, along which the channel surfaces are modeled
as adiabatic. This buffer zone allows the flow to reach thermal
equilibrium along the transversey-direction before reaching the
end of the channel, recovering uniform temperature and velocity
profiles, matching the imposed outlet boundary conditions. The
length of the buffer zone, not knowna priori, is determined nu-
merically by increasingLB until the numerical results were no
longer affected within the accuracy of our calculations.

Fig. 1 Schematic of the flow channel considered for
investigation
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Observe that by using the nondimensional parameters listed in
Eqs.~7! and ~8!, the HDD equation, Eq.~4!, can be written as

DP

L
5Fh~T!

l11G1S l

l11D . (9)

Specific Parameter Values
We take Poly-a-olefins~PAOs!as specimen fluids that suit well

our purpose. These are low molecular weight, branched, syntheti-
cally produced, saturated hydrocarbons that have lubrication prop-
erties superior to that of naturally occurring mineral oil. This had
led to the widespread use of PAOs in a variety of applications,
ranging from industrial lubrication to high grade synthetic motor
oil basestock to cooling military avionics~Kioupis and Maginn
@10#, Maginn@11#, Lage et al.@12#, Lage et al.@13#, Nield et al.
@14#!.

The wide applicabaility of PAOs has merited the study of their
viscosity with renewed interest in chemical engineering and ap-
plied chemistry~Kioupis and Maginn@10#!. Fluids ~like PAOs,
motor-oils, synthetic lubricants, etc.! whose viscosities are depen-
dent on temperature are modeled using different relations~White
@15#, Darby @16#! involving power, logarithmic~Kioupis and
Maginn @10#! or exponential functions~Maginn @11#!, yielding
better accuracy over different temperature ranges. The dynamic
viscosity ~Chevron@17#! of PAOs can be modeled as

m~T* !50.1628T* 21.0868, 5°C<T* <170°C. (10)

Within the same temperature range, the variations of density, spe-
cific heat and thermal conductivity of PAO are negligible.

Obviously, neither the theory proposed nor the fundamental
results of the present work are restricted by this fluid selection as
they can be extended with reasonable validity to other fluids with
similar temperature dependent viscosity.

In order to focus on the validity of Eq.~9!, we designed our
numerical experiments with specific parameter values. We assume
the distance between the plates 2H* 50.10 m, and the length of
the heated sectionL* 51 m. The adiabatic buffer zone length was
determined to beLB* 522.5 cm. The inlet temperatureT0* of the
PAO is chosen as 21°C, yieldingm055.9531023 kg/ms, r
5768.5 kg/m3, cp51971.35 J/kg°C, andkf50.1424 W/m°C. Our
hypothetical porous matrix hasf50.58,K54.4310210 m2, and
C51.23105 m21. These values are representative of values ob-
tained from isothermal~non-heating!experiments utilizing an alu-
minum foam havingks5170 W/m°C, as reported by Lage et al.
@12#. The dimensional inlet fluid velocityU0* and the dimensional
heat fluxqw* 9 are chosen to highlight the effect of temperature-
dependent viscosity on the pressure-drop, varying from 1022 m/s
to 1021 m/s and from 0.01 to 1.0 MW/m2, respectively.

The corresponding nondimensional quantities are 2H52
3103, L523104, LB5440, Pre50.164,l varying from 0.065 to
0.65, andqw9 from 0.3831023 to 3831023.

Numerical Scheme
Adopting a control volume formulation, the balance equations

are discretized by a fully implicit scheme and solved through a
line-by-line relaxation method~Thomas Algorithm!. A modified
version of the general-purpose algorithm SAINTS~Software for
Arbitrary Integration of Navier-Stokes Equation with Turbulence
and Porous Media Simulator!, proposed by Nakayama@18# as an
enhanced adoption of SIMPLE explained in detail in Patankar
@19#, is used in this study.

For each heat flux~no heating being a special case of zero heat
flux!, the governing equations are solved numerically for various
flow velocities to obtain the corresponding pressure-drop and tem-
perature distribution along the channel. The convergence criterion
employed is

MAX Ud i 112d i

d i
U,1027, (11)

where i and i 11 are two consecutive iterations, andd can be
eitheruDPu, i.e., the difference of the cross-section averaged pres-
sures atx50 andx5L1LB , in the case of momentum equation,
or uT̄u, the volume averaged temperature within the entire channel,
in the case of the energy equation.

Grid accuracy tests were performed with a uniform grid, the
coarsest being 20323 and the finest 40349. The maximum rela-
tive errors for uDPu and uT̄u are less than two percent, respec-
tively, when going from 30336 to 40349 grid. Results are then
presented for a 40349 grid. Observe that this grid includes the
buffer zone~with lengthLB'0.2L).

Results and Discussion
The results of our numerical experiments are presented in Fig. 2

in terms of the nondimensional global~cross-section averaged!
pressure-dropDP versus the nondimensional parameterl. Three
important observations are made~1! for a fixedl, as the heat flux
increases the global pressure-drop across the channel decreases, as
expected because of the decrease in fluid viscosity;~2! the
pressure-drop is progressively less affected by the heat flux as the
heat flux increases; and~3! the curvature of the pressure-drop
versus fluid-speed curve changes as the heat flux increases, indi-
cating that the heat flux effect is not uniform as the fluid speed
varies. This last observation is predominant at the lowest heat
flux, i.e., qw9 50.3831023.

To verify the appropriateness of the original HDD equation,
written as Eq.~9!, we consider three possibilities. The first, and
simplest one, is to seth5h(Tave), whereTaverepresents the arith-
metic average of the inlet and outlet fluid bulk-temperatures, at
x50 andx5L, with the bulk temperatureTb(x) defined as

Tb~x!5
1

HE0

H

~uT!ux dy. (12)

Observe that the outlet bulk temperature can be obtained from the
first law of thermodynamics~neglecting longitudinal diffusion! as

Tb~L !2Tb~0!5
1

l Pre
S q9L

H D . (13)

The second possibility is to useh5hLMD5h(m(TLMD* )/m0),
where TLMD* is the dimensional log-mean bulk temperature, de-
fined as

Fig. 2 Longitudinal nondimensional pressure-drop versus
drag-ratio parameter l for several heat fluxes
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TLMD* 5
Tb* ~L* !2Tb* ~0!

lnFTb* ~L* !

Tb* ~0!
G . (14)

And, the third, and final possibility considered here, is to cal-
culate a length averaged viscosity along the entire channel, using
the known temperature dependencym(T* ) in terms of the bulk
temperature, i.e.,m(Tb* ). Hence, in dimensionless form, we have

h̄5
1

LE0

L

h@Tb~x!#dx. (15)

Observe that the three alternatives, withh5h(Tave), h
5hLMD , and h5h̄, are all implemented in Eq.~9!, which as-
sumes that the viscosity effect on the global pressure-drop is re-
stricted to the linear velocity term.

The predicted results from these three alternatives are compared
in Fig. 3 against the numerical results for the caseqw9 538
31023. Observe that the length averaged viscosity approach,h
5h̄, yields a curve with curvature similar to the numerical results
curve but with a consistent deviation. The arithmetic mean bulk
temperature approach,h5h(Tave), and the log-mean bulk tem-
perature approach,h5hLMD , yield similar results, and smaller
deviation from the numerical results than the length averaged vis-
cosity approach. However, their curvature is different from the
curvature of the curve obtained from the numerical results.

The insert graph in Fig. 3 shows the relative error«

«5UDPEq. ~9!2DPnum

DPnum
U (16)

between each one of the three alternatives for computing the glo-
bal pressure-dropDPEq. ~9! from the HDD model, Eq.~9!, and the
global pressure-drop predicted numericallyDPnum. It is clear that
the HDD model, even when adapted by any of the three alterna-
tives considered here, does not capture correctly the temperature-
dependent viscosity effect on the pressure-drop.

To understand why Eq.~9! is inappropriate, we consider the
local ~at mid-channel, i.e.,x5L/2) profiles of longitudinal mac-
roscopic fluid speedu and temperatureT in Figs. 4 and 5, respec-
tively. These figures show the heat flux effect whenl50.67.

For a nonheating configurationqw9 50 ~equivalent toh51
throughout the entire channel!, the velocity profile in Fig. 4 is flat,
as expected. As the wall heat flux increases, the fluid temperature
next to the wall increases~Fig. 5!, decreasing the fluid viscosity,
which in turn increases the local fluid speed. Mass conservation
requires this increase in fluid speed near the heated surface to be

compensated by a reduction in fluid speed elsewhere along the
cross section of the channel. This happens as we approach the axis
(y50) of the channel, Fig. 4.

Hence, heating the channel makes the fluid viscosity become a
spatially ~in x and y! varying parameter, distorting the uniform
inlet velocity profile. Observe that the velocity variation iny is
caused entirely by thermal effects via viscosity variation.

Another interesting observation is the shape variation of the
velocity profile asqw9 is increased beyond 3.831023. In fact,
observe a decrease in the fluid speed adjacent to the heated wall as
qw9 is increased from 1931023 to 3831023.

On the other hand, Fig. 5 shows that the shape of the fluid
temperature profiles at mid-channel are preserved as the heat flux
increases. The temperature dependency of the viscosity induces a
decrease in the fluid temperature, the decrease being sharper near
the heated wall where the fluid speed is greater. Worth noting is
the increase in the difference between nonheating and heating
temperatures, for increasing heat flux.

When the fluid is heated~or cooled!along the channel, the
spatial variation of fluid viscosity distorts the velocity profile, thus

Fig. 3 Comparison of three HDD alternatives with numerical
results for q w9 Ä38Ã10À3. Insert: relative pressure-drop error «
for the three HDD alternatives.

Fig. 4 Longitudinal velocity profiles at mid-plane „xÄL Õ2… for
increasing heat flux

Fig. 5 Variation of the temperature profile at mid-plane „x
ÄL Õ2… for increasing heat flux

34 Õ Vol. 123, FEBRUARY 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



affecting the energy transport equation. The resulting altered tem-
perature profile affects the local fluid viscosity, which in turn
affects the fluid speed owing to the coupling between energy and
momentum transport equations.

Obviously, the local viscous drag and form drag terms of Eq.
~5! vary when the fluid is heated because the local velocityu
changes. More specifically, whenu is function ofy, the unidirec-
tional differential Eq.~5! in non-dimensional form becomes

2
]p~y!

]x
5h~T!S 1

l11Du~y!1S l

l11Du~y!2. (17)

The algebraic representation of Eq.~17! is obtained by cross-
section averaging, i.e.,

S 1

HE0

H

2
]p~y!

]x
dyD 5S 1

l11D S 1

HE0

H

h~T!u~y!dyD
1S l

l11D S 1

HE0

H

u~y!2 dyD (18)

The first term of Eq.~18! can be replaced by the cross-section
averaged quantity]P/]x. Similar replacement is not possible for
the second term, ash(T) also is function ofy. The replacement
also does not work for the third term, because they-integral of
u(y)2 does not equalHU2 when u is function of y! This last
observation is interesting for highlighting the indirect dependency
of the quadratic term on the fluid viscosity, something not antici-
pated by the original HDD model, Eq.~5!.

We progress with our objective to obtain an algebraic represen-
tation of Eq.~17! by averaging Eq.~18!, now along the channel
lengthL

1

LE0

L

2
]P

]x
dx5S 1

l11D 1

LE0

LS 1

HE0

H

h~T!u~y!dyD dx

1S l

l11D 1

LE0

LS 1

HE0

H

u~y!2 dyD dx. (19)

The first term of Eq.~19! is again trivial, with the integral
leading toDP/L. The second and third integrals cannot be re-
solved because the integrands are functions ofx as well, and we
cannot resolve the integrals unless we know the temperature and
velocity variations inx andy.

The question is how to alter Eq.~19! to fulfill the experimental
need for an algebraic representation of the pressure-drop versus
fluid speed in terms of global, cross-section averaged quantities
~quantities that are easily measured in experiments!. We propose
the introduction of two new coefficients,zm andzC , defined as

zm5
1

LE0

LS 1

H E
0

H

h~T!u~y!dyD dx

and

zC5
1

LE0

LS 1

HE0

H

u~y!2dyD dx (20)

allowing us to rewrite Eq.~19! as

DP

L
5zmS 1

l11D1zCS l

l11D . (21)

This new algebraic model, Eq.~21!, when dimensionalized,re-
tains the same form of Eq.~4!. The coefficientszm andzC repre-
sent, respectively, the correction for viscous and form drag terms
due to the global effect of temperature on viscosity and on the
fluid velocity profile ~via viscosity!. Obviously, for no heating
~uniform viscosity!, zm5zC51 and Eq.~21! becomes identical to
Eq. ~4! upon dimensionalization.

Model Eq.~21! is tested using the numerical results for various
heat flux values. Observe that with the available numerical results

we could calculate from Eq.~20! values ofzm andzC for Eq. ~21!.
This is preposterous because testing model Eq.~21! by determi-
ining zm andzC from the numerical resuls is redundant. What we
must verify is the correctness of Eq.~21! from an experimentalist
point-of-view. That is, an experimentalist having obtainedDP/L
and l would desire to find an appropriate analytic correlation
between these two quantities. In this regard, we use the numerical
results ofDP/L and l as if they were experimental results. For
validation, model Eq.~21! then would require the determination
of suitable values forzm andzC that best correlateDP/L andl.
The deviation ofDP/L predicted by the correlation from the ex-
perimentally~numerically in our case! obtainedDP/L is then a
measure of the appropriateness of our proposed model, Eq.~21!.

Therefore, we curve-fit the numerical results using Eq.~21!
allowing bothzm and zC to vary. This is shown in Fig. 6 as the
continuous-line curves, where the numerical results are marked
with symbols. It is evident from Fig. 6 that model Eq.~21! satis-
factorily correlates the numerical results.

A simpler situation in which the form drag correcting-factorzC
of Eq. ~21! equals unity yields a poor curve-fitting result~dashed
curves in Fig. 6!. Nevertheless this is done to isolate the tempera-
ture effect on the fluid velocity profile~the effect responsible for
zC). SettingzC51 does reveal where the temperature effect on
the velocity profile is strongest, i.e., whenqw9 ;3.831023.

Figure 7 shows the corresponding average deviations between
curve-fit model results and numerical results for several heat flux
values. The maximum deviation can be as high as 20 percent
when using the model withzC51, but only 3.8 percent when
using zm and zC . Model Eq. ~21!, usingzm and zC , predicts
DP/L with superior accuracy than the previous HDD model.

Figure 8 presents in graphical form the values ofzm and zC
leading to the best curve fit results of Fig. 6, for several heat flux
values. For increasing heat flux, by following the circles, we ob-
serve thatzm becomes negative beyondqw9 51931023 ~white
circles!. This is physically inconsistent. Therefore, whenzm,0
the curve fitting is redone withzm50 ~black circles beyondqw9
51931023). Consequently, the previouszC values ~white tri-
angles beyondqw9 51931023) are replaced by newzC values
~black triangles!from the best curve fitting. The region in which
zm is set to zero is referred as thenull global viscous drag regime,
as shown in Fig. 8.

It is difficult to precisely identify the switch byzm , from non-
zero ~positive! to zero value, hence we prefer to present a transi-
tion region, shown as a shaded rectangle in Fig. 8. The corrected
values ofzm and zC , valid beyond the transition zone, are indi-
cated by black circles and black triangles, respectively. Based on
these results we propose two empirical correlations, namely,

Fig. 6 Verification of one „zm ,zCÄ1… and two „zm ,zC… coeffi-
cients model, Eq. „21…
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zm5F12S qw9

11qw9
D 0.325G S 1

11qw9
D 18.2

(22)

zC521qw9
0.112zm

20.06 (23)

as best curve fits with average deviation~similar to s, defined in
Fig. 7! for zm andzC of 7 percent and 8 percent, respectively.

Now reconsider the observation made earlier regarding the ve-
locity profiles when discussing Fig. 4. We noticed a switch on the
curvature of the velocity profile fromqw9 53.831023 to qw9 538
31023. As qw9 increased beyond 1931023, the fluid velocity
adjacent to the heated surface decreased with the velocity profile
tending to flatten again. This phenomenon can now be explained
by the reduction of viscous effect as the heat flux increases. As the
fluid temperature in the region adjacent to the heated surface in-
creases, the viscosity progressively is reduced allowing the form
drag to predominate. For a certain heat flux~in our case,qw9 ;19
31023), the viscous drag effect on the global longitudinal pres-
sure drop becomes insignificant because the local viscosity value
becomes very small.

More interestingly however, the effect of viscositydoes not
disappear! It is still felt by the global pressure-drop throughzC ,
the correcting form drag coefficient. Although theglobal zm is

zero beyond the transition region, the fluid still feels the viscous
effect locally along the channel because of the distorted velocity
profile. Indeed, we notice a continuous decrease inzC for increas-
ing heat flux, even whenzm is set to zero~Fig. 8!. As the heat flux
increases further, the viscosity effect onzC will eventually sub-
side throughout the channel, makingzC equal to one, a constant
value independent of the heat flux. At this stage, the velocity
profile would become flat again—similar to the slug flow profile.

Further heating will have no significant hydrodynamic effect
through viscosity, and this limit~at which zC51 andzm50) is
termed theheating form drag limit, as the global form drag be-
comes independent of the viscosity effect. Consequently, for this
limiting case, the longitudinal pressure-drop will be equal to the
form drag when the channel is not heated. In other words, this
limit can be predicted by the simple equation

DP

L
5

l

l11
. (24)

This result, already shown as the curveqw9 →` in Fig. 2, is
fundamental in nature—true for all fluids with viscosity inversely
dependent on temperature—and of great practical importance, as
it sets an upper bound for the magnitude of the reduction in the
global pressure-drop achievable by heating a fluid with tempera-
ture dependent viscosity.

A summary of our findings is presented in Fig. 9. Start from the
upper curve, valid for a nonheating configuration~uniform viscos-
ity!, when DP/L51. When the heat flux is progressively in-
creased~following the arrow! we immediately get into a viscous
and form drag regime in which both viscous and form drag terms
of the global pressure-drop equation are affected by the viscosity
dependency on temperature. This regime is then followed by a
transition beyond which a form drag regime is achieved where
only the form drag term is affected by the viscosity variation.
Finally, when the heat flux is large enough, the viscosity effect
becomes negligible, the fluid velocity profile becomes uniform
again, and the global pressure-drop is predicted by Eq.~24!. This
is called theheating form drag limit.

One of the reviewers questioned the use ofKC in Eq. ~8!,
instead ofH* , as the length scale. Notice, firstly, that the choice
of length scale is irrelevant to the momentum equation. One can
simple substituteKC by H* in the nondimensional length and
pressure expressions and Eq.~6b! will remain exactly the same.
This is not true, however, when the energy equation is nondimen-
sionalized. UsingH* as a length scale will result inl being sub-
stituted in Eq.~6c! by (rH* U0)/m0 , which can be defined as a
Reynolds number, leading to known misconceptions~e.g., the use
of Re;1 as the criterion for the transition from linear to quadratic
flow regime,@4#!.

Fig. 7 Average deviation between curve-fit model results and
numerical results

Fig. 8 zm and zC versus heat flux

Fig. 9 Summary of hydrodynamic regimes for forced convec-
tion of fluid with temperature-dependent viscosity through a
heated porous medium channel
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Moreover, choosingKC as length scale for nondimensionaliz-
ing the heat-flux in Eq.~8! has another advantage. Observe in Eqs.
~22! and ~23!, that choosingH* as length scale leads to thez’s
being independent of the porous medium characteristics~KC!.
This, for an experimentalist interested in calculatingz’s using
Eqs. ~22! and ~23!, wrongly indicates the apparent independence
of z’s on the porous medium characteristics.

The same reviewer criticized our choice of including a buffer
zone for the numerical simulations and questioned also the use of
the boundary condition]u/]y50 at the outlet of the channel,
instead of the condition]u/]x50.

We must recognize that the problem under consideration is
much more complex than when the fluid viscosity is uniform and
constant. When the viscosity is dependent on temperature, the
velocity profile continuously changes until a fully developed ve-
locity profile of slug flow is achieved. We do not knowa priori
how long the channel must be for the flow to achieve this profile.
Therefore, the boundary condition imposed at the end of the chan-
nel would affect the solution whenever the chosen channel length
happens to be short.

Now, along the buffer zone, where the fluid is not heated, the
temperature profile tends to become uniform much quicker and by
consequence does the viscosity, and so does the fluid velocity.
Hence, with a relatively short buffer zone the flow can achieve a
fully developed~slug flow! profile before the fluid reaches the
outlet. In this way, the boundary condition]u/]y50 ~or ]u/]x
50) is satisfied before the fluid reaches the outlet boundary~no
effect on the solution!.

Finally, the outlet condition]u/]y50 is less restrictive than
]u/]x50. Observe that the latter yields~from the continuity
equation!the condition]v/]y50. Together with the impermeable
conditionv50 at the top and bottom surfaces of the channel, we
conclude thatv50 at the outlet, which restricts the possible
solutions.

Summary and Conclusions
By investigating three alternatives, namely~1! fluid viscosity

determined at the algebraic average of inlet and outlet bulk tem-
perature,~2! fluid viscosity determined at the log-mean of inlet
and outlet bulk temperature, and~3! fluid viscosity function of the
bulk temperature averaged along the entire channel, we have as-
sessed, by comparison with numerical results, the accuracy of the
Hazen-Dupuit-Darcy~HDD! model in estimating the global
pressure-drop of a fluid flowing through a heated porous channel.

The best estimate, obtained with alternative~1!, although lead-
ing to a discrepancy within 10 percent, did not yield the correct
curvature of the pressure-drop versus fluid-speed curve. There-
fore, this alternative is likely to diverge further when a wider
l-range is utilized.

The heating of the fluid as it flows along the channel results in
a non-uniform fluid temperature in the transverse~perpendicular
to the heated plates!and longitudinal directions. This causes the
viscosity of the fluid to vary iny, resulting in a non-uniform
velocity profile ~in y! as well. As the velocity is non-uniform
alongy, the local viscous and form drags, dependent onu andu2

respectively, are no longer uniform iny. Therefore, the cross-
section averaged viscous and form drags are altered leading to
different global coefficients. This observation highlights the inap-
propriateness of the HDD model, which does not account for
these effects.

We proposed a modification to the original HDD model to ac-
count for the effects of temperature dependent viscosity and the
effect of viscosity variation on the transverse velocity profile. The
modification is done by including two new parameters, namelyzm
andzC , to correct the viscous and form drag coefficients, respec-
tively. Our analysis of this new model indicates that bothzm and
zC are necessary, apart from physical grounds, for an accurate
curve-fitting of the numerical results.

For higher heat fluxes~in our case,qw9 ;1931023), the effect
of zm becomes negligible because the fluid temperature gets so
high that the viscous effect becomes negligible making the flow
form drag effect dominant. Nevertheless, the effect of the viscos-
ity variation is still felt by the form drag term viazC . This null
global viscous drag regime is characterized by a modifiedzC ob-
tained after settingzm50.

Moreover, the correcting form drag coefficientzC decreases for
further increase in heat flux eventually reaching the lower bound
value of unity. At this limit, the flow becomes essentially inde-
pendent of viscosity effects, the fluid velocity profile becomes
uniform, the plot of global pressure-drop versus average fluid-
speed reaches a minimum, and the pressure-drop becomes depen-
dent only on the square of the fluid speed, as if the channel was
not heated.

We identified the heat flux influence on the value ofzm andzC
by proposing two empirical correlations.

A final interesting observation: the analogy between Hagen-
Poiseuille flow~@20#! and ~@21#! through capillary beds and flow
through porous media is also limited when considering flow of
fluids with temperature dependent viscosity. In Hagen-Poiseuille
flow, the pressure-drop decreases without limit, with an increase
in the heat flux. In porous medium flow, the decrease in pressure-
drop by increasing the heat flux is limited by the pressure-drop
caused by the form drag, which is always present at high enough
fluid speed.

Nomenclature

C 5 form coefficient, m21

D 5 global drag, Pa m21

H* 5 half-channel spacing, m
K 5 permeability, m2

L* 5 channel length, heated section, m
p* 5 macroscopic pressure, Pa
P* 5 global ~cross-section averaged! pressure, Pa
Pre 5 effective Prandtl number, Eq.~8!

q* 9 5 heat flux, W m22

T* 5 temperature, °C
u* 5 x-component, seepage macroscopic velocity, m s21

U* 5 global ~cross-section averaged! longitudinal velocity,
m s21

u* 5 seepage macroscopic velocity vector
v* 5 y-component, seepage macroscopic velocity, m s21

Greek Symbols

a 5 hydraulic conductivity, kg21 m3 s
« 5 relative pressure-drop error
f 5 porosity
h 5 viscosity ratio@5m(T* )/m(T0* )#
l 5 form and viscous drag ratio, Eq.~7!
z 5 drag correction factor

Superscripts

* 5 dimensional variable

Subscripts

ave 5 arithmetic-mean
b 5 bulk
B 5 buffer zone
C 5 form
e 5 effective
f 5 fluid

LMD 5 log-mean
s 5 solid

w 5 wall
0 5 inlet
m 5 viscous
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Heat Transfer in a Radially
Rotating Four-Pass Serpentine
Channel With Staggered Half-V
Rib Turbulators
The present work is concerned with experimental investigation of the convective heat
transfer in a radially rotating four-pass serpentine channel. Two types of staggered half-V
rib turbulators are considered to examine their effects on heat transfer enhancement. The
coolant air is pressurized and pre-cooled to compensate for the low rotating rate and low
temperature or density difference in key parameters of thermal and flow characteristics.
The geometric dimensions are fixed, whereas the ranges of the thermal and flow param-
eters in the present measurements are 20,000<Re<40,000, 0<Ro<0.21, andGr/Re2

;O~1022!. The present results disclose the effects of the pressurized flow, rib arrange-
ment, channel rotation, and centrifugal buoyancy on the local heat transfer in each
passage of the channel. Finally, the present data are fitted on correlation equations for
evaluation of local heat transfer in the rotating four-pass ribbed channel configurations
considered. @DOI: 10.1115/1.1338130#

Keywords: Cooling, Heat Transfer, Rotating, Roughness, Turbines

1 Introduction
Most power machinery such as turbo-engines convert energy by

rotation. In gas turbines, the thermal efficiency can be improved
by increasing the turbine inlet temperature. High operating tem-
perature may cause material degradation, thereby shorten the life
of the turbine blade. Under a high turbine-inlet temperature, the
cooling design must be subject to the limits of turbine blade ma-
terials. For cooling and maintaining the structural integrity of
blades and vanes in gas turbine engines, the cooling system re-
quires complex airflow passage incorporated inside the rotating
airfoil section.

Problems associated with applying the cooling technique on the
turbine blade are well known in design and operation of turboma-
chines. Understanding of the heat transfer mechanisms is signifi-
cant and useful in design of the cooling devices of the turbine
blades. Because of its effectiveness in removing locally concen-
trated heat, the internal cooling has been widely studied for cool-
ing elements exposed to high temperature and high heat flux en-
vironments. In addition to the main flow effects on the
hydrodynamic and thermal behaviors, the Coriolis-induced sec-
ondary flow and centrifugal-buoyancy radial flow are also the in-
fluential factors inside a heated rotating channel. Since the
rotation-induced effects vary locally over each wall of the flow
passages, this fact leads to a significant difference in heat transfer
rates on the leading edge, trailing edge, and sidewalls. Moreover,
accurately predicting the rotational effects on heat transfer re-
mains a challenging task because of the complexities of flow
mechanisms involved. Due to its variety of flow phenomena and
significance in applications, the gas turbine quickly became the
most highly researched engine in history. Many investigations of
the rotational effects and geometry effects on flow and heat trans-
fer characteristics in turbomachinery, especially turbine blade,
have been reported for decades.

In general, gas turbine blades are cooled externally and inter-
nally. External cooling is also referred to as film cooling. Internal

cooling is achieved by passing the coolant through several serpen-
tine passages inside the blades and, then, extracting the heat from
outside. Owing to increased secondary flow and turbulent mixing,
angle ribs in the rotating channel enhance the heat transfer for
internal cooling. Table 1 lists the dimensional and dimensionless
parameters of some recent experiments in radially rotating serpen-
tine channels with a rib-roughed surface.

Zhang et al.@1# assessed the local heat transfer performance in
a rotating serpentine passage with rib-roughened surfaces. Ac-
cording to their results, the heat transfer is significantly enhanced
in the stationary and rotating cases, as attributed to an installation
of the ribs. Also, their results revealed that both the Rotation and
Rayleigh numbers profoundly influence the heat transfer perfor-
mance of the trailing and leading walls. Besides, Reynolds num-
ber is also an influential factor to the Nusselt numbers in the
rib-roughed passage at the stationary and rotating conditions.

Johnson et al.@2# elucidated the heat transfer in multi-pass pas-
sages with both radially rotating inward and outward flows. Trip
strips, skewed at 45 deg to the flow direction, were machined on
the leading and trailing surfaces. The heat transfer coefficients on
surfaces decreased to as low as 40 percent of the value without
rotation. However, the maximum values of heat transfer coeffi-
cients with high rotation were only slightly above that obtained
previously with the smooth wall model. The investigation con-
cluded that:~1! both Coriolis and buoyancy effects should be
considered in designs of turbine blade cooling with trip strips;~2!
the rotational effects markedly differ from each other, depending
on the flow direction; and~3! the heat transfer with skewed trip
strips is relatively less sensitive to buoyancy than that in models
with smooth walls or normal trips.

Fann et al. @3# studied the heat transfer in a rotating rib-
roughened serpentine passage with uniform wall heat flux. The
investigation also compared results obtained for heat transfer dis-
tributions with those having smooth surfaces. The channel rota-
tion, wall roughness, and angle-of-attack of ribs significantly in-
fluence the heat transfer performance in both stationary and
rotating cases.

Parsons et al.@4# investigated how channel orientation and wall
heating condition affect the local surface heat transfer coefficient
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in a rotating, two-pass, square channel with 60 deg and 90 deg
ribs on the leading and trailing walls at Reynolds number ranging
from 2500 to 25,000 and rotation number ranging from 0 to 0.352.
The Nusselt number ratios for the channel with 60 deg ribs are up
to 30 percent above the corresponding Nusselt number ratios for
that with 90 deg ribs.

Dutta and Han@5#, and Ekkad and Han@6# examined the heat
transfer in two-pass square channels with smooth and ribbed sur-
faces. In their investigations, the ribs were placed in a half-V
fashion. The channel orientation was varied with respect to the

rotation plane. In addition, altering the channel orientation with
respect to the rotating frame changes the secondary flow structure
and the related flow and turbulence distributions. Consequently, a
change appeared in the heat transfer rate from the individual sur-
faces. According to their data, half-V ribs generally resulted in
higher heat transfer coefficients than those with 90 and 60 deg
continuous ribs.

In the light of previous investigations of heat transfer in rotating
channels, the present work is planned to study the rotational ef-
fects on the local heat transfer in a radially rotating four-pass

Table 1 Some recent experimental investigations on heat transfer in radially rotating serpentine
channels with rib turbulators

Table 2 Parameters for aircraft engine and present test rig
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serpentine square-sectioned flow passages with 60 deg staggered
half-V rib. The coolant flowrate, rotational speed and wall heating
power input are controlled to vary the experimental conditions.
The pressurized and pre-cooled coolant air is used to obtain the
values of parameters approximately the same as those of a real
turbo-engine. The main flow directions are two radially outward
flows and two radially inward flows in the flow passages. The
rotational effects in these multi-pass serpentine channels may dif-
fer from each other for the different main flow directions and the
presence of 180 deg bends. Two rib arrangements of different rib
angle in the second and fourth passages are studied. Finally, one
attempt of this work is to correlate the measured data for heat
transfer in a radially rotating four-pass serpentine channel with
staggered half-V rib turbulators.

2 Parametric Analysis
The flow in a heated, rotating four-pass serpentine channel is

three-dimensional and extremely complex in nature. The com-
bined effects of the Coriolis induced cross-stream secondary flow
and centrifugal-buoyancy radial flows influence the flow and heat
transfer characteristics in rotating channels. Refer to the previous
parametric analysis by Soong et al.@7#, with fixed geometric pa-
rameters, heat transfer rate can be expressed as a function of
through-flow Reynolds number, Re5rWoD/m; rotation number,
Ro5VD/Wo , and rotation-induced buoyancy parameter, RaV*
5RaV /Re2 or GrV* 5GrV /Re2. Accordingly, in the present work,
Nusselt number is expressed as a function of the key parameters,
viz.

NuV5 f ~Re,Ro,GrV* ! (1)

in which Prandtl number is not included for its constant value,
Pr50.72

To simulate the real operating conditions, this study attempts to
keep the parameters in the test rig as close to those in a real engine
as possible. Table 2 reveals the geometry of the present test rig,
including coolant passage diameterD, lengthL, and mean rotating
radiusR̄ are similar to that in a real engine. On the other hand, the
temperature and rotational speed of the test rig are significantly
lower than those of an aircraft engine. Notably, the low rotational

speed yields a low rotation number and a low rotational Grashof
number. In the present study, strategically, the pressurized airflow
is employed to compensate for the low rotational speed in the
experiment. By using the pressurized air, a lower velocity of main
flow is needed to keep the same value of a Reynolds number.
Therefore, the low axial velocity yields a high rotation number.
The coolant airflow was also pre-cooled to obtain a high-density
ratio before entering the rotating duct. This high-density ratio
yields Grashof numbers of the same order-of-magnitude as that in
a real engine. Table 2 lists the ranges of parameters in an aircraft
engine and the present test rig. Due to the limitation of electrical
power input to the wall heaters, the values of some parameters in
this study are slightly lower than those in the designed test rig.

3 Experimental Apparatus and Test Section
The experimental apparatus, as shown in Fig. 1 consists of five

major parts:~1! a coolant air supply system;~2! heater and power
control system;~3! speed controller;~4! test section; and~5! data
acquisition system. The coolant air was supplied from a storage
tank with a 0.7 MPa air compressor. A by-pass valve at the exit of
the storage tank and a flowrate control valve at the exit of the
piping system were used to maintain the required flowrate and
pressure. Two electric digital flowmeters with the ranges of 0
;670 and 0;1700 liter/min were mounted on the piping system.
Also, two electrical digital pressure gauges with the range of 0
;1.0 MPa were installed. Therefore, the pressures and flowrates
of the coolant air at both ends of the test section can be detected.
The average values were used to evaluate the parameters in this
study. The differences of the two-end pressures and flowrates are
the pressure drop and the flow leakage, respectively. A chiller was
used to decrease the coolant temperature to around22 °C before
entering the rotating shaft. A condenser is installed on the up-
stream pipeline system of the coolant air inlet to collect the water
condensed from the vapor contained in the air. The rotating shaft
had two co-axial cylinders: an annular passage for the coolant
inlet and an inner passage for the coolant outlet. A high-speed
rotating joint and four sets of mechanical seals were used in the
rotating shaft to prevent airflow leakage. The flow leakage was
kept within 3 percent for minimum flowrate. Next, the pressure

Fig. 1 Schematic diagram of experimental apparatus
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was measured 0.51 MPa at the inlet and 0.49 MPa at the outlet. A
water cooling-cycle system was used to cool the mechanical seals.

A 3.73 kW AC induction motor impelled the rotating hollow
shaft with a belt-pulley system. The rotational speed can be ad-
justed continuously by an inverter to a maximum rotating speed of
1250 rpm. The rotational speed was detected by a photoelectric
tachometer. The shaft rotating direction could be in a clockwise or
counter-clockwise direction to measure the leading and trailing
wall temperature distributions with only one wall thermocouple
installation.

Along the flow passage, T-type thermocouples for measuring
the wall temperature were embedded under the interior wall sur-

face of the flow passage. Two T-type thermocouples were posi-
tioned at the duct inlet and outlet for measuring the inlet and exit
coolant bulk temperatures. Finally, a 20 contact point slip ring
was used to transfer outputs of fifty-eight thermocouples to a 60-
point hybrid recorder by a switching device.

To reduce the measurement errors in the experimental data and
the signal of temperature from slip ring, the eccentric bearing in
the rotating part was used to minimize the vibration of the ma-
chine. Also, a pump was installed to cycle the extra coolant water,
thereby alleviating the temperature rise coming from the rotating
shaft. The measurement process was tested in a closed space
(1200340031200 mm) to reduce the heat loss. Further, the air

Fig. 2 Heat transfer test section of the four-pass channel model with staggered half-V ribs
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flow inlet and outlet was clogged up and the varying power was
input. The electric power was supplied to the film heater until the
every wall temperature readings reached the steady state. The
steady-state wall temperature was measured for several power lev-
els to establish the relationship between wall to ambient tempera-
ture difference.

3.1 Test Section. The rotation number in the test process
was increased by compressing the inlet airflow to 5 atm to subse-
quently increase the density of the coolant airflow. Therefore, the
entire test section was uniquely designed, in which the material of
the test section, including the base and cover was made of
Bakelite. The base part hadU groove for installation of the
O-rings to prevent the compressed air flow from leaking. The
thermocouple was embedded into the copper block. To prevent
the air leakage, the back of the copper having the two level spaces
filled with seal glue to mount the Bakelite. Also, the O-ring was
inserted between the test section and the support section, and be-
tween the support and the rotating shaft. Two sets of mechanical
seals were installed into the front and back of the bearing in the
rotating shaft. Therefore, the entire test section was not affected
by the room environment temperature.

The test section of the serpentine channel had two outward flow
passages, and two inward flow passages, along with three 180 deg
turn sections as shown Fig. 2. The test section was of a hydraulic
diameter of 10 mm and a mean rotational radius of 530 mm. To
compare our experimental data with that of Han et al.@8# at 1 atm,
a 180 deg turn section was designed by consisting of two 90 deg
bends with 10 mm apart. The main flow direction of the passage
was perpendicular to the centerline of the rotating shaft. The ribs
were mounted correspondingly on both the leading and trailing

walls. In Model A, the ribs were oriented 60 deg to the bulk flow
for each passage, which is the same as that of Dutta and Han@5#.
In Model B, the ribs were oriented 60 deg to the bulk flow for first
and third passages and the ribs were oriented 120 deg to the bulk
flow for second and fourth passage. The staggered half-V ribs
mostly generated higher turbulence due to orientation of the ribs
against bulk flow in second and fourth passage. Copper ribs of
square cross section are glued to the heater surfaces. The rib
height-to-hydraulic diameter ratio is 0.125, and the pitch-to-height
ratio is 10. The ribs on the opposing surfaces were aligned with
each other rather than staggered. To characterize the heat transfer
rate on each wall, the circumferential wall heat conduction was
deliberately suppressed by using material of a low thermal con-
ductivity. The heaters started atZo5480 mm and attached on the
walls including straight sections and sections of 180 deg bends.

A thermocouple was positioned at the duct inlet for measuring
the bulk temperature of inlet coolant air. A mixing chamber with
staggered rod bundles was attached on the exit plane to provide a
well-mixed condition. The outlet bulk temperature was read by a
thermocouple located behind the mixing chamber. Twenty-six
thermocouples were installed on the trailing wall. The thermo-
couples were arranged along the centerline on the trailing wall at
position Z/D as indicated in Table 3. Sixteen thermocouples on
the sidewall A and fourteen thermocouples on the sidewall B were
mounted at the same axial distance as that of the trailing wall. The
temperature on the leading wall was measured by merely chang-
ing the rotation direction. In the present study, the thermocouples
were embedded in a copper block having a thickness 1.5 mm. The
copper blocks were electrically insulated from the heater by a
polyethylene film of thickness 0.014 mm. The installation of ther-

Table 3 The values of local Nusselt number for VÄ0 in four-pass
staggered half-v rib serpentine channels

Journal of Heat Transfer FEBRUARY 2001, Vol. 123 Õ 43

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



mocouples resembled that of Dutta and Han@5#; only the leading
and trailing walls were fitted with T-type thermocouples. Further
constructional details of the test section are shown in Fig. 2. In the
present study, the channel walls were uniformly heated by a con-
stant heating power but with the presence of heat loss. Strictly
speaking, it is neither exactly uniform heat flux nor uniform wall
temperature. However, the heat transfer surface is made of ex-
tremely thin stainless-steel sheet of 0.01 mm in thickness, the
thermal boundary condition is very close to uniform heat flux. A
detailed discussion on the heat transfer condition of this design of
rotating channel can be found in Hwang and Kuo@9#.

An adapter of 42 cm in length was made of Bakelite and placed
between the test section and the rotating shaft to increase the
radial length of the test section. The data of heater power input
and the wall temperature distributions were recorded and analyzed
to obtain the heater transfer coefficients. Dynamical balance was
examined and achieved for the assembly of a rotating shaft and
test section.

3.2 Data Reduction. The local heat transfer coefficienthZ
was evaluated as the ratio of the net wall heat fluxqnet to the
temperature difference between the wall temperatureTW,Z and the
coolant bulk temperatureTb,Z , i.e., hZ5qnet/(TW,Z2Tb,Z). The
net heat flux from the duct walls to the airflow was obtained by
subtracting the external heat loss from the electrical power sup-
plied by the film heaters. The heat loss tests were performed not
only at stationary but also at various rotating rates, i.e.,V50,
250, 500, 750, 1000, and 1250 rpm. Thermocouples were installed
on the outer surfaces of four walls. The measured electrical power
input and steady state temperature determine the amount of heat
loss at the measured temperature. By varying the electrical power
input, the relationship between the heat loss and temperature can
be obtained. The external heat loss including the axial conduction
and convection is attributed to both conduction from the heated
test section to the model support structure and convection to the
ambient air in the test cell. The value is about 445.12 watt/m2 for
the extreme cases. The heat loss of 7.3 percent heat loss of the
total input power was estimated. For airflow across each heating
element of copper block, The local bulk temperatureTb,Z can be
determined by considering a local energy balance of input heat,
estimated heat loss and the fluid enthalpy change. The bulk tem-
perature at downstream station of the previous heating element is
used as the upstreamTb,Z for the next station. The local Nusselt
number was calculated from the local heat transfer coefficient,
hydraulic diameter and thermal conductivity of air as

NuV5hzD/kair . (2)

The value of the thermal conductivityKair was evaluated at the
local bulk temperature.

3.3 Uncertainty Analysis. The errors in the temperature
reading were obtained in a preliminary calibration of the thermo-
couples. The uncertainty was60.1°C from the readout of data
recorder. The difference between wall temperature and bulk tem-
perature was greater than 15°C. The flow rate was calibrated by
using compressed air at 5 atmospheric pressure. The maximum
error in the flow rate was about 3 percent at 7.1731024 m3/s. The
rotational speed was detected by a tachometer with only a little of
oscillation, and the maximum error of the rotational speed was 2
percent at 250 rpm. The analysis also included uncertainties of air
thermophysical properties and the probable error from each junc-
tion. Uncertainties in parameters were estimated by using the root-
sum-square method of Kline and McClintock@10#. The measured
quantity and its uncertainty can be expressed asR5R6dR. The
uncertainties of cross-sectional area, power, volume flowrate,
pressure, temperature, Reynolds number, Nusselt number, rotation
number, and Rayleigh number were estimated within61.41 per-
cent, 64.04 percent,62.33 percent,62 percent,69.9 percent,
62.73 percent,610.88 percent,63.24 percent, and613.14 per-
cent, respectively.

4 Results and Discussion
Distribution of the local Nusselt number was determined along

the four-pass walls for the ranges of Reynolds number~Re
520,000, 30,000, and 40,000!, rotational speed~0, 250, 500, 750,
1000, and 1250 rpm!, and outlet-to-inlet temperature differences
(Tb,o2Tb,i520, 30, and 40 °C!. Data presented herein were ob-
tained in the first, second, third and fourth passages with radially
outward, inward, outward and inward flows, respectively.

4.1 Heat Transfer in Stationary Channels. Figure 3 gives
the wall and coolant bulk temperatures at Re520,000, 30,000, and
40,000 for V50. The temperature differences among those of
leading~trailing! and side walls are not significant. As the Rey-
nolds number increases, the gradient of the coolant bulk tempera-
ture decreases. The average slope of the wall temperature distri-
bution is the same as the slope of the coolant bulk temperature
distribution at the selected Reynolds numbers. The temperature
difference in the regions of two 90 deg bends drops due to a large
heat transfer rate in this region. As the Reynolds number in-
creases, the effect of bends on the wall temperature is less
pronounced.

The Dittus-Boelter correlation@11# for the stationary condition
is

Nu`50.023 Re0.8 Pr0.4. (3)

For Pr50.72 ~air! in the this study, Eq.~3! is reduced to

Nu`50.0202 Re0.8 (4)

for the fully developed turbulent flow in a smooth circular duct
with a uniform wall temperature. As generally assumed, the Nus-
selt numbers in Eqs.~3! and~4! are roughly the same as those in
a square duct with uniform wall heat flux@12#. On the first, second
and third turns, the Nusselt numbers are higher than those in the
passages due to the secondary flow induced by the two 90 deg
bends. The Nusselt number achieves its highest value at the sec-
ond 90 deg bend.

Figure 4 illustrates the heat transfer rates in stationary channels
at selected Reynolds numbers. Measured data indicate that the
values of Nusselt of these passages increase with an increase in

Fig. 3 Local distribution of wall and fluid bulk temperature at
ReÄ20,000 and VÄ0 „the operating pressure is 5 atm …
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Re for each passage and bending region. Depending on the rib
geometry, heat transfer is enhanced by up to threefold more than
a smooth wall circular tube~@11#! at zero rotation. Also, the larg-
est difference of the heat transfer rates occurs from the smooth
wall @13# and with a staggered half-V angle rib. It is attributed to
the turbulent mixing from the staggered half-V angle rib. The
Nusselt number in the half-V ribbed passage is nearly two to three
times higher than for the smooth wall, which is close to that
observed by Dutta and Han@5#. Since the orientation of the ribs in
the second and fourth passage against bulk flow, Model B can
generate a higher level of turbulence than Model A. The local
Nusselt number of Model B is higher than that of Model A in the
second passage. In the first and second turns, the local heat trans-
fer rates in Model B are still higher than that in Model A. It is
possibly attributed to the higher turbulence generated by the ribs
in the second passage of Model B. In the fourth passage, there is
only little difference between heat transfer rates.

4.2 Comparison of Heat Transfer in Smooth and Ribbed
Channels. Figure 5 compares the rib effects on the heat transfer
at non-rotating condition at Re520,000. Obviously, the Nusselt
number for ribbed walls are higher than the smooth wall. It is
speculated that this behavior is due to the increase of the devel-
opment of the secondary flow with ribbed wall effect and interacts
with the separate flow, destabilized near-wall flow field. The com-
plex flow interaction results in the different heat transfer charac-
teristics of Model A and Model B. It could be conjectured that
separation flow at inter-rib space has a profound impact on the
heat transfer results. In both the second and fourth passages, heat
transfer in Model B are higher than that in the Model A. This is
attributed to the different rib arrangement in the second and fourth
passages of Model B. The ribs in these two passages are placed at
an angle-of-attack 120 deg with respect to the main flow direction.
This arrangement is just like to sweep the ribs against the main
flow and, therefore, results in better turbulent mixing and heat
transfer performance.

To highlight the rib effects, typical results of heat transfer ratios
(Nur /Nus) for Model A at Re520,000 and Ro50.042, 0.127, and
0.210 are shown in Fig. 6. For a rotating channel, heat transfer
from the rib surfaces themselves varies significantly between the
different rib surfaces. This indicates that heat transfer enhance-
ment by the ribs is about 2;3 times than that on smooth walls.
Heat transfer from ribbed trailing wall increase for small rotation
number and then decreases at higher rotation number as opposed
to decrease in trailing smooth wall. Interaction of rotation with
secondary flow from ribs and flow separation near ribs are the
cause of this beneficial increase in heat transfer rate from the
trailing walls at small rotation number. Heat transfer from the
leading wall with ribs behaves similar to that for the smooth walls.

Fig. 4 Reynolds number effects on the local Nusselt numbers
in both smooth channel and ribbed channel at VÄ0 „the oper-
ating pressure is 5 atm …

Fig. 5 Rib effects on the local heat transfer at Re Ä20,000 and
VÄ0 „the operating pressure is 5 atm …

Fig. 6 Heat transfer ratios Nu r ÕNus at ReÄ20,000 in rotating
channel model A with RoÄ 0.042, 0.127, and 0.210 „the operat-
ing pressure is 5 atm …
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In the first and third passages, heat transfer enhancement by rib
effect on trailing wall is obviously larger than that on leading
wall. In the second and fourth passage, the superior changes. In
the first and third flow passages, the rib effects on heat transfer
enhancement of the leading wall reduce with increasing rotation
number, whereas the situation inverses in the second and fourth
passages. Considering the outward and inward mail flow and the
change in Coriolis-induced cross-stream in these flow passages,
the above mentioned phenomena are reasonably attributed to a
combined effect of the Coriolis-induced secondary flow and the
presence of the ribs.

4.3 Effects of Operating Pressure. In Fig. 7, the present
measurements of the local heat transfer with staggered half-V 60
deg ribs on the leading and trailing walls are compared with the
experimental data of Dutta and Han@5#. Basically, two sets of
NuV at 1 atm have the same order. The deviation in the entrance
region is caused by the different design of the model inlet. Our
model has an extension of long pipe upstream the inlet. Also,
Dutta and Han’s data in the second passage increase along the
channel for the exit effect.

Figure 8 shows the local heat transfer performance of pressur-
ized ~5 atm! and atmospheric~1 atm! airflow in Model A at Re
520,000 and Ro50.039. The pressurized flow results in a station-
ary channel, Ro50, are also plotted for comparison. Generally
speaking, the pressurized coolant airflow performs better heat
transfer performance than the atmospheric flow.

4.4 Effects of Rib Arrangement on Heat Transfer. Figure
9 compares the heat transfer in channels of smooth walls@13#,
Model A and Model B at Re520,000 and Ro50.2. Notably, the
arrangement of the ribs in Model A is oriented 60 deg to the bulk
flow for each passage. Also, in Model B, the ribs were oriented 60
deg to the bulk flow for first and third passage. While the ribs
were oriented 120 deg to the bulk flow in the second and fourth
passages. Refer to the inner wall of the 180 deg-turn, the ribs in
the second and fourth passages are swept upstream against the
main flow. These staggered half-V ribs in Model B mostly gener-
ated a higher turbulence due to the orientation of the ribs against
bulk flow in the second and fourth passages.

In Fig. 9, it is observed that the rib-effects on heat transfer of
leading walls are higher than that of trailing walls in the first and

third passages~radially outward flow!, but lower in the second
and fourth passages~radially inward flow!. It is a consequence of
Coriolis force effect. As to the differences in results of Models A
and B, the leading wall heat transfer rates in the portion including
the first turn, the second passage and second turn of Model B are
noticeably higher than that in model A. The different arrangement
of the rib is responsible for this deviation. In the downstream part,
i.e., the third and fourth passages, the fluid turbulence might be-
come sufficiently high. The differences between flow characteris-

Fig. 7 Local heat transfer rates at Re Ä20,000 on the leading
wall, trailing wall, and two side-walls of rotating channel model
A „the operating pressure is 1 atm …

Fig. 8 Heat transfer performance of pressurized „5 atm …

and atmospheric „1 atm … airflows in rotating ribbed channel
Model A

Fig. 9 Comparison of local Nusselt number ratios in smooth
channel, ribbed channels Model A and Model B at Re Ä20,000
and RoÄ 0.2 „the operating pressure is 5 atm …
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tics and, therefore, the deviations between heat transfer rates in
two models reduce. On the trailing walls, the differences in heat
transfer of Models A and B are relatively small. It is speculated
that the turbulence levels induced by the two rib arrangements are
not too much different on these pressure sides.

4.5 Rotational Effects on Heat Transfer. Figure 10 dis-
plays the effect of rotation number on the local heat transfer ratio,
NuV /Nuo at Re540,000 in Model A. The notation Nuo denotes
Nusselt number under stationary condition. The rotation numbers
are 0.02, 0.04, 0.07, 0.8, and 0.1. Since the strength of the
Coriolis-induced cross-stream secondary flow is increasingly in-

tensified with an increase of the rotation number, the local Nusselt
number ratios on the trailing wall for the outward flow and on the
leading wall for the inward flow increase as well. This tendency
becomes more apparent at a higher rotation number than that at a
lower one. On the trailing wall for the outward flow~e.g., the first
and third passages!and on the leading wall for the inward flow
~e.g., the second and fourth passages!, the heat transfer rates are
increased. Notably, the effects of rotation number on heat transfer
are most pronounced in the first passage. In the second, third and
fourth passages, the effects of rotation number become attenuated.
This is largely attributed to that the effect on turning geometry in
those passages dominates the heat transfer

Figure 11 shows the local values of NuV /Nuo with variations
of rotation number on the selected sections of flow passages at
Re520,000 andTb,o2Tb,i520 in Model A and Model B. With
increasing Ro, the deviations between values of NuV /Nuo for
leading and trailing walls are enlarged. By examining the data at
Ro50.2, it is found that the rotational effect is most remarkably in
the first and third passages, e.g.,Z/D54.0 and 26.0. In these two
passages, the main flow is radially outward and the heat transfer
performance can be benefited from the Coriolis-induced second-
ary flow and the centrifugal buoyancy effect. In the second and
fourth passages, e.g.,Z/D515.0 and 37.0, the reverse effect of
Coriolis force changes the roles of leading and trailing walls and
also shortens the deviation between the rotational effects on the
heat transfer of two walls. In the bend regions, although the flow
physics could be very complicated with the presence of turbu-
lence, separation and recirculation, the rotational effects are still
noticeable. The above observations are valid for both Models A
and B.

4.6 Rotational Buoyancy Effect on Heat Transfer
Rate. Figure 12 depicts the centrifugal buoyancy effect on the
mean heat transfer rate at each passage in Model A at Re
520,000. The inlet-to-outlet bulk temperature was maintained at
Tb,o2Tb,i520, 30, and 40 °C. In a rotational flow field like this,
centrifugal force exerts in the mail flow by producing radial pres-
sure gradient. With density variation in the non-isothermal flow,
additionally, the thermal buoyancy stemmed from centrifugal
force emerges, alters flow and heat transfer characteristics signifi-

Fig. 10 Effect of rotation number on the local Nusselt num-
ber ratio at ReÄ40,000 for Model A „the operating pressure
is 5 atm …

Fig. 11 Local heat transfer performance at Re Ä20,000 in both ribbed channels A
and B with variation of rotation number on the selected cross section of flow pas-
sages „the operating pressure is 5 atm …
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cantly. In the extreme case of the present study, the ratio of ther-
mal centrifugal force to hydrodynamic centrifugal force isbDT.
In addition, the heat transfer is enhanced for a higher temperature
difference. The direction of main flow and buoyancy flow is at-
tributed to the difference of the results. In the outward-flow pas-
sage, the direction of forced flow is in contrast to the buoyancy
flow ~opposing flow!. In the inward-flow passage, these two
forces are in the same direction~aiding flow!. The Nusselt number
ratio increases with an increase in the Grashof number in all pas-
sages. This observation differs from that of Hwang and Kuo@14#
at Re55000 in the transitional flow regime. In laminar and tran-

sitional flow regimes, centrifugal buoyancy effects usually de-
creases the Nusselt number ratio, NuV /Nuo , @7,14,15#. However,
in a turbulent mixed convection, increasing buoyancy parameter
in a buoyancy opposing flow may result in an increasing velocity
fluctuation @16#, therefore, the heat transfer can be enhanced.
These phenomena can be observed when analyzing the mixed
convection of buoyancy-induced opposing and aiding flows in a
vertical heated tube@17–19#. In the present results, the growing

trend ofNuV /Nuo with Gr* is most pronounced for the buoyancy
opposing flow in the first and third passages. When increasing the

Fig. 12 The centrifugal buoyancy effects on the mean heat transfer rate at Re
Ä20,000 in each passage of ribbed channel A „the operating pressure is 5 atm …

Fig. 13 The correlation of heat transfer data for the four passages of serpentine channels with staggered half-V rib turbu-
lators: „a… leading wall; „b… trailing wall „the operating pressure is 5 atm …
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rotational buoyancy parameters in the outward flow passage,
Wagner et al.@20,21#, Morris and Ghavami-Nasr@22#, and Han
and Zhang@23# observed the increasing tendency on heat transfer,
either. Generally, the present data in Fig. 12 are quite reasonable
in qualitative sense. However, the rapid change of the data at
Tb,o2Tb,i540 seems to need further study.

4.7 Heat Transfer Correlation. Figures 13~a!and 13~b!
show the correlation of the present heat transfer data for the four-
pass serpentine flow passage with staggered half-V rib turbulators
on the leading and trailing walls. The correlation is for the outlet
and inlet temperature differenceTb,o2Tb,i520 °C and Reynolds
number520,000, 30,000, and 40,000. By using the relation of
NuV /Nuo5F(Ro,Z8/D), the data of the outward and inward
flows on the leading and trailing walls can be fitted. According to
the results for Ro50;0.2, they are correlated by the following
expressions: For Model A~the ribs were oriented 60 deg to the
bulk flow for each passage!, it is given by

FA,out~ leading!5120.35~Ro3Z8/D !10.21~Ro3Z8/D !2

(5)

FA, in~ leading!5120.11~Ro3Z8/D !10.03~Ro3Z8/D !2 (6)

FA,out~Trailing!5120.08~Ro3Z8/D !10.13~Ro3Z8/D !2

(7)

FA, in~Trailing!5120.24~Ro3Z8/D !10.26~Ro3Z8/D !2.
(8)

For Model B ~the ribs were oriented 60 deg to the bulk flow for
first and third passage and the ribs were oriented 120 deg to the
bulk flow for second and forth passage!, it is given by

FB,out~ leading!5120.47~Ro3Z8/D !10.20~Ro3Z8/D !2

(9)

FB, in~ leading!5120.06~Ro3Z8/D !10.08~Ro3Z8/D !2

(10)

FB,out~Trailing!5110.26~Ro3Z8/D !20.12~Ro3Z8/D !2

(11)

FB, in~Trailing!5120.27~Ro3Z8/D !10.25~Ro3Z8/D !2.
(12)

The correlation is curve fitted independently to correlate the
data of the radially rotating four-pass serpentine channel with
staggered half-V ribbed turbulators on each passage. In Model A,
for the leading wall, root-mean-square deviations of 9.52 percent
and 7.70 percent are found in the first and third passages, 7.85
percent and 8.76 percent are in the second and fourth passages.
Also for the trailing wall root-mean-square deviations of 9.90 per-
cent and 10.21 percent are in the first and third passages, 8.58
percent and 8.20 percent are in the second and fourth passage. In
Model B, for the leading wall, root-mean-square deviations of
10.12 percent and 8.43 percent are found in the first and third
passages, 10.46 percent and 9.28 percent are in the second and
fourth passages. Also for the trailing edge root-mean-square de-
viations of 9.67 percent and 10.04 percent are in the first and third
passages, 9.85 percent and 8.48 percent are in the second and
fourth passage. The maximum error of root-mean-square devia-
tions in the correlation Eq.~10! for Nusselt number ratio is 10.46
percent.

The experimental data of Dutta and Han@5# for uniform wall
heat flux at Reynolds number525,000 are also presented. In gen-
eral, those data correlate well with the present correlation on both
the trailing and leading edges. The error of root-mean-square de-
viations is about 5 percent for the leading wall. It increases to
11.67 percent in the second passage for trailing wall, which is
possibly attributed to the difference in the arrangement of the ribs
in second passage.

Concluding Remarks
The present study thoroughly elucidates the rotational heat

transfer in a serpentine four-pass channel with staggered half-V
rib turbulators. The intake coolant is pressurized and pre-cooled in
the present experiments, therefore, the ranges of Reynolds num-
ber, rotation number and Grashof number closely resemble those
of a real turbine engine.

1 From the experimental results of the present two models of
ribbed four-pass channels, it is found that the rib effects on the
local heat transfer are significant through the whole channels.

2 In a rotating channel, for example model A, the rib effects on
local heat transfer enhancement Nur /Nus can be coupled with the
rotational effects. In radially outward flow in the first and third
passages, the influences of rotation are relatively remarkable.

3 In the present results, it is found that the pressurized coolant
airflow shows better heat transfer performance.

4 From the comparison of the measured data on Models A and
B, it is observed that Model B with ribs placed 120 deg against the
main flow in the second and fourth passages has beneficial effects
in local heat transfer, especially in the region of the first turn, the
second passage and the second turn. It implies that the rib arrange-
ment is one of significant factors in design of ribbed coolant
channel.

5 With increasing characteristic temperature difference, the
Nusselt number ratio increases with buoyancy parameters in this
turbulent mixed convection with the presence of rotation-induced
buoyancy effects.

6 The empirical correlations for local heat transfer data in the
present parameter ranges are proposed. The previous data of Dutta
and Han@5# are also well correlected with the present correlations.
It is believed that the correlations are useful reference in design of
the multi-pass ribbed coolant channel.
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Nomenclature

A 5 cross sectional area of the flow passage, mm2

Cp 5 specific heat, J/~Kg•K!
D 5 hydraulic diameter52ab/(a1b),mm
e 5 rib height

F in 5 correlation function for inlet passage
Fout 5 correlation function for outlet passage
GrV 5 local rotational Grashof number

5 b(TW,Z2Tb,Z)(«1Z8/D)Re2 Ro2

GrV 5 mean rotational Grashof number
5 b(Tb,o2Tb,i)(«1Z8/D)Re2 Ro2

Gr* 5 local rotational Buoyancy parameter5GrV /Re2

Gr* 5 mean rotational Buoyancy parameter5GrV/Re2

hZ 5 heat transfer coefficient5qnet,Z /(TW,Z2Tb,z),
W/~m2

•°C)
kair 5 thermal conductivity of air, W/~m•K!

L 5 coolant passage length, mm
Nu 5 Nusselt number5hZD/kair

Nur 5 Nusselt number for ribbed wall
Nus 5 Nusselt number for smooth wall
Nuo 5 Nusselt number for non-rotating condition
NuV 5 Nusselt number for rotating condition
Nu` 5 Nusselt number for fully developed turbulent flow

in a non-rotating circular tube
P 5 rib pitch or streamwise spacing
Pr 5 Prandtl number5Cp•m/kair

qnet 5 net wall heat flux, W/m2

R̄ 5 mean rotational radius5Zo1L/2,mm
Re 5 through-flow Reynolds number5rWoD/m
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ReV 5 Rotational Reynolds number5rVD2/m
Ro 5 rotation number5ReV /Re5VD/Wo

Tb,i 5 inlet coolant bulk temperature, K
Tb,o 5 outlet coolant bulk temperature, K
Tb,Z 5 local coolant bulk temperature, K
TW,Z 5 local wall temperature, K

U, V, W 5 velocity component, m/s
Wo 5 mean coolant velocity, m/s

Z 5 distance along main flow direction for all passages,
mm

Zo 5 distance between rotating axis and heater, mm
Z8 5 distance along main flow direction for each pas-

sage, mm

Greek Symbols

b 5 volume expansion coefficient, 1/K
« 5 eccentricity5Zo /D
r 5 coolant density, kg/m3

V 5 rotational speed, rad/s

Subscripts

( ) 5 mean quantity

References
@1# Zhang, N., Chiou, J., Fann, S., and Yang, W. J., 1993, ‘‘Local Heat Transfer

Distribution in a Rotating Serpentine Rib-Roughened Flow Passage,’’ ASME
J. Heat Transfer,115, pp. 560–567.

@2# Johnson, B. V., Wagner, J. H., Steuber, G. D., and Yeh, F. C., 1994, ‘‘Heat
Transfer in Rotating Serpentine Passages With Trips Skewed to the Flow,’’
ASME J. Turbomach.,116, pp. 113–122.

@3# Fann, S., Yang, W. J., and Zhang, N., 1994, ‘‘Local Heat Transfer in a Rotat-
ing Serpentine Passage with Rib-Roughened Surface,’’ Int. J. Heat Mass
Transf.,37, No. 2 pp. 217–228.

@4# Parsons, J. A., Han, J. C., and Zhang, Y., 1995, ‘‘Effect of Model Orientation
and Wall Heating Condition on Local Heat Transfer in a Rotating Two-Pass
Square Channel with Rib Turbulators,’’ Int. J. Heat Mass Transf.,38, No. 7,
pp. 1151–1159.

@5# Dutta, S., and Han, J. C., 1996, ‘‘Local Heat Transfer in Rotating Smooth and
Ribbed Two-Pass Square Channels With Three Channel Orientations,’’ ASME
J. Heat Transfer,118, pp. 578–584.

@6# Ekkad, S. V., and Han, J. C., 1997, ‘‘Detailed Heat Transfer Distributions in
Two-Pass Square Channels with Rib Turbulators,’’ Int. J. Heat Mass Transf.,
40, No. 11, pp. 2525–2537.

@7# Soong, C. Y., Lin, S. T., and Hwang, G. J., 1991, ‘‘An Experimental Study of

Convective Heat Transfer in Radially Rotating Rectangular Ducts,’’ ASME J.
Heat Transfer,113, pp. 604–611.

@8# Han, J. C., Zhang, Y. M., and Kalkuohler, K., 1993, ‘‘Uneven Wall Tempera-
ture Effect on Local Heat Transfer in a Rotating Two-Pass Square Channel
with Smooth Walls,’’ ASME J. Heat Transfer,115, pp. 919–920.

@9# Hwang, G. J., and Kuo, C. R., 1996, ‘‘Experimental Studies and Correlations
of Radially Outward and Inward Air-Flow Heat Transfer in a Rotating Square
Duct,’’ ASME J. Heat Transfer,118, pp. 23–30.

@10# Kline, S. J., and McClintock, F. A., 1953, ‘‘Describing Uncertainties in Single
Sample Experiments,’’ Mech. Eng.~Am. Soc. Mech. Eng.!, Jan., pp. 3–8.

@11# Dittus, F. W., and Boelter, L. M. K., 1930, ‘‘Heat Transfer in Automobile
Radiators of the Tubular Type,’’ University of California Publications in En-
gineering,2, No. 13, pp. 443–461; reprinted in Int. Commun. Heat Mass
Transfer,12, 1985, pp. 3–22

@12# Holman, J. P., 1989,Heat Transfer, McGraw-Hill, New York.
@13# Hwang, G. J., Tzeng, S. C., and Mao, C. P., 1999, ‘‘Experimental Study of

Convective Heat Transfer of Compressed Air Flow in a Radially Rotating
Duct,’’Proceedings of the 5th ASME/JSME Thermal Engineering Joint Con-
ference, San Diego, California.

@14# Hwang, G. J., and Kuo, C. R., 1997, ‘‘Experimental Study and Correlations of
Convective Heat Transfer in a Radially Rotating Serpentine Passage,’’ ASME
J. Heat Transfer,119, pp. 460–466.

@15# Morris, W. D., and Ayhan, T., 1979, ‘‘Observation on the Influence of Rota-
tion on Heat Transfer in the Coolant Channel of Gas Turbine Rotor Blade,’’
Proc. Inst. Mech. Eng.,193, pp. 303–311.

@16# Swanson, L. W., and Catton, I., 1987, ‘‘Enhancement Heat Transfer Due to
Secondary Flows in Mixed Turbulent Convection,’’ ASME J. Heat Transfer,
109, pp. 943–946.

@17# Buhr, H. O., Horsten, E. A., and Carr, A. D., 1974, ‘‘The Distortion of Tur-
bulent Velocity and Temperature Profiles on Heating for Mercury in a Vertical
Pipe,’’ ASME J. Heat Transfer,96, pp. 152–158.

@18# Abdelmeguid, A. M., and Spalding, D. B., 1979, ‘‘Turbulent Flow and Heat
Transfer in Pipes with Buoyancy Effects,’’ J. Fluid Mech.,94, pp. 383–400.

@19# Cotton, M. A., and Jackson, J. D., 1987, ‘‘Calculation of Turbulent Mixed
Convection in a Vertical Tube Using a Low-Reynolds-Numericalk-« Turbu-
lence Model,’’ presented atthe 6th Symposium on Turbulent Shear Flows,
Toulouse, Trance.

@20# Wagner, J. H., Johnson, B. V., and Hajek, T. J., 1991, ‘‘Heat Transfer in
Rotating Passages with Smooth Walls and Radial Outward Flow,’’ ASME J.
Turbomach.,113, pp. 42–51.

@21# Wagner, J. H., Johnson, B. V., and Kopper, F. C., 1991, ‘‘Heat Transfer in
Rotating Serpentine Passage with Smooth Walls,’’ ASME J. Turbomach.,113,
pp. 321–330.

@22# Morris, W. D., and Ghavami-Nasr, G., 1991, ‘‘Heat Transfer in Rectangular
Channel With Orthogonal Mode Rotation,’’ ASME J. Turbomach.,113, pp.
339–345.

@23# Han, J. C., and Zhang, Y., 1992, ‘‘Effect of Uneven Wall Temperature on
Local Heat Transfer in a Rotating Square Channel with Smooth Walls and
Radial Outward Flow,’’ ASME J. Heat Transfer,114, pp. 850–858.

50 Õ Vol. 123, FEBRUARY 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



H. G. Park
Jet Propulsion Laboratory,

California Institute of Technology
Pasadena, CA 91109

Morteza Gharib
Graduate Aeronautical Laboratories,

California Institute of Technology,
Pasadena, CA 91125

Experimental Study of Heat
Convection From Stationary and
Oscillating Circular Cylinder in
Cross Flow
An experimental study is made on the processes of heat transfer from the surface of a
forced oscillating cylinder in a crossflow. A range of oscillation amplitude~A/D
50.1,0.2!, forced oscillation frequency~0,Stc,1!, and Reynolds number (Re5550,
1100, 3500) is covered in water~Pr56!. Besides the increase at the natural vortex
shedding frequency, large increases in the heat transfer are found at certain superhar-
monics. By using Digital Particle Image Velocimetry/Thermometry (DPIV/T), the in-
crease in the heat transfer rate is found to correlate inversely with the distance at which
vortices roll-up behind the cylinder, i.e., the distance decreases when the heat transfer
increases. The cause of the increase is found to be the removal of the stagnant and low
heat convecting fluid at the base of the cylinder during the roll-up of the vortices.
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Introduction
The process of heat transfer from the surface of a body to the

surrounding fluid is of great interest in the field of thermo-fluid
mechanics. This process is of technological importance in the de-
sign of heat exchanger devices such as cooling or heating systems.
One body shape of particular importance is a bluff body, and the
most commonly studied is the circular cylinder. Despite its simple
shape, a circular cylinder generates a wake which is dynamically
complex. The most essential parameter which characterizes the
wake of a smooth circular cylinder is the Reynolds number, Re
5U`D/n, whereU` is the freestream velocity,D is the diameter,
andn is the kinematic viscosity. Below Re'5, the wake is steady
and the boundary layer remains attached. Above Re'5, the
boundary layers on top and bottom separate~Taneda@22#! which
gives rise to a pair of steady symmetric vortices in the wake. The
vortices become elongated as the Reynolds number is increased
until the symmetry is broken at Re'40, where the wake becomes
unsteady, and the Karman vortices appear downstream. Above
Re'90, the wake is characterized by alternate shedding of vorti-
ces at the top and bottom of the cylinder with opposite signs of
vorticity; a process termed ‘‘vortex shedding.’’ While unsteady,
the flow remains laminar and two-dimensional until Re'180
~Williamson @24#!, above which the wake becomes three-
dimensional and ‘‘turbulent.’’ At above Re'1000, the separated
shear layers, which roll-up to form the vortices, become turbulent,
and the wake progressively grows more turbulent. Finally, above
Re'200,000, or the ‘‘critical’’ Reynolds number, the boundary
layer on the cylinder surface becomes turbulent, and the wake
narrows to produce a large reduction in drag. A review of this
Reynolds number region is given by Bearman@1#. Beyond this
Reynolds number, little is known about the structure of the wake
of a circular cylinder.

Thus by varying the Reynolds number, a rich set of flow pat-
terns is observed, but even more wake patterns are observed by

forced oscillation of the cylinder. Under forced transverse oscilla-
tions, various vortex shedding patterns are possible by varying the
oscillation frequency and amplitude. An extensive review of the
wake patterns is given by Williamson and Roshko@24#, and some
possible patterns are shown in Fig. 3~a–b! in their paper. At os-
cillation frequencies below the vortex shedding frequency of a
stationary cylinder, the vortices may be shed and paired in various
different ways. At oscillation frequencies above the vortex shed-
ding frequency of a stationary cylinder, the cylinder may shed
small vortices which then coalesce into large vortices. For small
amplitudes (A/D,0.5), the large vortices may recover to the
Karman vortex street farther downstream. The wake patterns at
high oscillation frequencies have been studied by Ongoren and
Rockwell @17# who reported that the large vortices, which form in
the near wake (x/D,5) by the coalescence of smaller vortices,
shed at or near the vortex shedding frequency of a stationary
cylinder. At the super-harmonic frequencies, i.e., multiples of the
vortex shedding frequency of a stationary cylinder, they observed
organized vortex shedding patterns where a pair of small vortices
are shed for each cycle of cylinder oscillation and coalesce with
nearby vortices to form the large vortices.

It is intuitive to believe that oscillating a cylinder in a fluid will
increase its heat transfer from its surface. Martinelli and Boelter
@12# measured that the heat transfer from the surface of a cylinder
is increased up to 500 percent compared to that of free convection
by oscillating it in water. Surprisingly, for the case of forced con-
vection over a circular cylinder (5000,Re,25,000), Sreenivasan
and Ramachandran@21# found no appreciable increase in heat
transfer for large forced transverse oscillation amplitudes of
A/D50.43 and 3.7 as compared to that of a stationary cylinder.
However, the oscillation frequencies they concentrated on were
well below the vortex shedding frequency of a stationary cylinder.
A different study by Kezios and Prasanna@11# (5500,Re
,14,000) focused on oscillation frequency corresponding to the
vortex shedding frequency of a stationary cylinder. The study
found that the surface heat transfer increased by approximately 20
percent, even for small amplitudes (0.02,A/D,0.075) when the
oscillation frequency matched the vortex shedding frequency. It
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was noted that the increase in heat transfer could not be accounted
for by the relative increase in the freestream velocity due to the
transverse motion of the cylinder. Saxena and Laird@20# found
that a large increase~40 percent to 60 percent!in heat transfer
occurs in water as the forced oscillation frequency approached the
vortex shedding frequency of a stationary cylinder for large oscil-
lation amplitudes (0.89,A/D,1.99) at Re53,500. The maxi-
mum frequency reached was 0.8 times the shedding frequency.
More recently, Karanth et al.@9# conducted a computational study
at Re5200 where increases of 1.2 percent and 3 percent in the
surface heat transfer were observed for forced transverse oscilla-
tions amplitudes ofA/D50.25 and 0.5, respectively. Cheng and
Hong @5#, in another computational study at Re5200, observed
that the heat transfer increased 1.6 percent, 3.9 percent, 7.5 per-
cent, and 12.5 percent forA/D50.14, 0.3, 0.5, and 0.7, respec-
tively. Following their computational study, Cheng et al.@4# mea-
sured increases in the surface heat transfer from 3 percent to 30
percent forA/D50.138, 0.314, 0.628 at Re5200, 500, and 1000
when the cylinder was forced to oscillate at the vortex shedding
frequency of a stationary cylinder. A new study by Gau et al.@8#
found increase in the heat transfer up to 50 percent forA/D
50.064 at Re51600 in air for an oscillating cylinder. The study
covered small amplitudes,A/D50.016, 0.032, and 0.064 and Re
range of 1600, 3200, and 4800. For Re51600, the cylinder was
oscillated to three times the natural vortex shedding frequency,
and they found even higher increase~70 percent!in the heat trans-
fer rate.

The previous authors have cited the phenomenon of ‘‘lock-in’’
or the synchronization of the vortex shedding with the mechanical
oscillation of the cylinder as the reason for the increase in the
surface heat transfer. When the vortex shedding becomes synchro-
nized with the mechanical oscillation, a pair of vortices is always
shed for each cycle of cylinder oscillation. However, it has never
been fully explained why this synchronization leads to higher sur-
face heat transfer. In addition, Cheng et al.@4# noticed that past
the synchronization frequency, the heat transfer continued to in-
crease for large amplitudes (A/D50.626), decreased then in-
creased for medium amplitudes (A/D50.314), or returned too
close to the value of the stationary cylinder for small amplitudes
(A/D50.138).~See Fig. 6 of Cheng et al.@4#! The study stopped
at 1.5 times the synchronization frequency, and the increase in the
heat transfer for larger oscillation amplitudes at higher frequencies
was attributed to the ‘‘turbulence’’ effect. The ‘‘turbulence’’ ef-
fect was left unclear and is presumed to be connected to some
unsteadiness in the wake or boundary layer of the cylinder.

Recent flow visualization study of Gau et al.@8# showed that
the vortices roll-up close to the cylinder when the oscillation fre-
quencies are one and three times that of the natural vortex shed-
ding frequency for 0.016,A/D,0.064. This result hints that per-
haps coherent motions the vortices, i.e., organized structure of the
wake, is responsible for the rise in the heat transfer rate at certain
oscillation frequencies. Thus a comprehensive set of experiments
is carried out to study the relationship between the heat transfer
and the wake behind the cylinder. First, a study is made of the
overall heat transfer of a forced oscillating heated cylinder near
the natural vortex shedding frequency, similar to previous studies.
In addition, the heat transfer characteristics of a forced heated
cylinder is examined all the way up to five times the natural shed-
ding frequency where new findings are uncovered. Second, a
study is made of the wake structure at selected frequencies and
amplitudes to address the primary cause of the increased heat
transfer near the natural shedding and other frequencies.

Experimental Setup and Procedure

Experimental Setup. A schematic of the water tunnel facility
where the experiments were conducted is shown in Fig. 1. The
cross-sectional dimensions of the test section were 15.2 cm wide
and 15.2 cm high. The tunnel was operated by a pair of pumps
and had a speed range of 3 to 50 cm/s. The temperature of the

flow through the test section could be raised by a bank of stag-
gered heating rods in the inlet pipe to the diffuser section of the
tunnel and could be lowered by a re-circulating chiller~Neslab
RTE-110! at the downstream section of the tunnel. Using a
closed-loop temperature controller~Tronac PTC-41!, the mean
freestream temperature could be maintained to within60.02°C at
a flow speed of 5 cm/s or within60.01°C at a flow speed of 40
cm/s.

The test cylinder was an electrically heated rod of diameter
9.53 mm~Watlow Firerod!. The electric heating element was pro-
tected by an outer sheath made from Incoloy alloy. A J-type ther-
mocouple, which gave an estimate of the cylinder temperature,
was embedded in the core of the cylinder at mid-span. The cylin-
der was heated by a constant DC voltage power supply~Kepco
BOP 50-4M!, and its temperature was measured by a thermo-
couple thermometer~Omega HH21!which had a resolution of
60.1°C. The cylinder had a thermal boundary condition of con-
stant integrated heat flux over the surface. The cylinder was
mounted horizontally to a transverse oscillating mechanism by
two vertical hollow supports at the ends of the cylinder. The elec-
trical and thermocouple leads were passed through the hollow
supports from the cylinder to the power supply and thermocouple
thermometer, respectively. The supports were thermally insulated
from the cylinder by a layer of silicone. The disturbance to the
flow was minimized by placing the supports outside of two flat
end plates that had rounded leading edges. The distance between
the two end plates was 12.1 cm, and thus the effective aspect ratio
(L/D) of the cylinder was 13.

The oscillating mechanism was a 15 cm cone speaker in which
the cone was stiffened by a circular thin-aluminum plate. The
plate provided torsional stiffness to the cone and kept the cylinder
level with respect to the bottom of the tunnel. The speaker was
driven by a feedback amplifier that was fed a sinusoidal signal
from a multi-wave generator~HP 3314A!. With the cylinder mass,
the speaker was capable of generating sinusoidal motion ampli-
tude of 4 mm peak-to-peak from 0 to 10 Hz. The actual displace-
ment of the cylinder was measured by an optical transducer
~photo-detector grid! which generated a voltage proportional to
the displacement of the laser diode mounted on the cylinder os-
cillating mechanism.

Velocity and Temperature Measurements
The freestream velocity measurements were made using a

single component Laser Doppler Anemometer~LDA! placed sev-
eral diameters upstream of the test cylinder. The velocity and
temperature measurements in the wake were made using Digital
Particle Image Velocimetry/Thermometry~DPIV/T!. The details
of DPIV/T are found in Park@18#, Dabiri and Gharib@6#, and
Willert and Gharib@23#. The flow was seeded with encapsulated
TLC particles and was illuminated by a reflector assembly which
produced a sheet of light at the center of the test section. The light
reflector assembly was a mirror surfaced elliptical cylinder with a

Fig. 1 Schematic of water tunnel facility
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thin slit on top. The light, which was produced by two 25 cm long
xenon flashtubes located at the foci of the ellipse, escaped through
the slit and was collimated by two lenses to form a light sheet of
2–3 mm thickness. Each flashtube was fired at 15 Hz with a flash
duration of 150ms and had an energy release of 8 J. Alternate
firing of the flashtubes synchronized with the 30 Hz frame rate of
the video camera.

The flow was imaged from the side of the water tunnel using a
3-CCD color camera~Sony DXC-9000!which has a standard set
of NTSC R, G, and B color filters. The camera, which was placed
approximately 2 m from the test section, imaged an area of 60 mm
wide by 50 mm high at the mid-span of the test section. The flow
was seeded with 40mm diameter thin-walled encapsulated TLC
particles~Hallcrest BM40C26W20! which had thermal response
time of 4 ms ~Dabiri and Gharib@6#!. The response time was
much smaller than the expected time scale of the vortex shedding
~'600 ms!. The flow was illuminated from the bottom of the test
section by a xenon white light sheet of 2–3 mm thickness, and the
images were digitized to a real-time digital video recorder with
8-bit resolution per RGB channel~24-bit total!.

The velocity distribution was measured using standard DPIV
technique. While temperature distribution of the wake was ob-
tained using DPIV/T, only the velocity measurements are pre-
sented for the purposes of this paper. The heat transfer rate was
not derived from the temperature distribution of the wake. Instead,
the rate was measured directly from the thermocouple and heat
input measurements as described in a later section.

Phase Averaging Methodology
For each of the frequency and amplitude, the structure of the

wake was studied by phase averaging the DPIV/T velocity data.
The phase averaged statistics were generated from 1000 pairs of
image, corresponding to 1000 instantaneous velocity fields. This
number represents roughly 95 vortex shedding cycles. For the
forced oscillating cases, there was no ambiguity in phase since the
phase averaging was synchronized with the mechanical motion of
the cylinder. Depending on the case, the displacement signal was
divided into either 6 or 12 evenly spaced phases. However, an
ambiguity was encountered in the phase for the stationary cylinder
since the period of the shedding varied slightly for each cycle.
This ambiguity has been encountered by both Cantwell and Coles
@3# and Matsumura and Antonia@13# who had to adjust slightly
the period of each vortex shedding cycle to compute the phase
average correctly. Similarly, the period of each vortex shedding
cycle was adjusted in computing the phase average quantities.

For the stationary cylinder or a case in which the vortex shed-
ding is not synchronized with the mechanical oscillation of the
cylinder, a reference signal from which the phase of the vortex
shedding can be determined is needed. Cantwell and Coles@3#
used the signal from a static pressure tap on the surface of the
cylinder 65 deg from the forward stagnation point of the cylinder,
while Matsumura and Antonia@13# used the signal from a hot-
wire just outside of the wake. Others have used the lift signal as
the reference signal~Karniadakis@10#!, but any clean signal gen-
erated by the vortex shedding process is sufficient. For this study,
the vertical velocity (uy) at the location of maximum fluctuation
level on the centerline of the wake was used as the reference
signal. The maximumuy fluctuation level occurs just downstream
the region where the vortices roll-up, and the signal there is both
clear and large in magnitude. The period of each shedding cycle
was determined by measuring the time between consecutive zero
crossings of theuy signal, and each period was divided into 12
evenly spaced phases.

Nusselt Number Versus Oscillation Frequency

Experimental Conditions. The average heat transfer from
the surface of a cylinder undergoing forced oscillation was mea-
sured for three different Reynolds numbers of 550, 1100, and
3,500 based on a freestream temperature of 25.8°C. The Prandtl

number, Pr, of water at this temperature is 6. The cylinder was
heated with constant power inputs of 45.5, 58.4, and 90.9 W for
Re5550, 1100, and 3500, respectively. The ratio between the
Grashof number and the square of the Reynolds number, Gr/Re2,
which is a measure of the buoyancy effect, was low enough~0.01!
to not affect the wake structure.

The measurements were made at two amplitudes,A/D50.1
and 0.2. The range of Strouhal frequency of the cylinder, Stc , was
from 0 to 0.95 for Re5550 and 1,100. The Strouhal number of the
cylinder is defined asf cD/U` wheref c is the cylinder oscillation
frequency. The ranges in physical frequency unit were from 0 to
5.6 Hz for Re5550 and from 0 to 11.4 Hz for Re51,100. For
Re53500, the range of Stc was from 0 to 0.35, corresponding to a
range in physical frequency from 0 to 13.4 Hz. The maximum
frequency at this Reynolds number was limited by the mechanical
driving mechanism which could not exceed 14 Hz.

Nusselt Number Calculations
The Nusselt number, defined as

Nu5
hD

k
,

whereh is the average convection heat transfer coefficient, andk
is the thermal conductivity of the fluid medium, is computed from
the estimate of the average surface temperature of the cylinder and
the input power. Because the Biot number, defined as

Bi5
hD

kc
,

wherekc is thermal conductivity of the cylinder, is of the order
unity, the approximation that the temperature at the surface,Tc , is
the same as the temperature at the core,Ttc , cannot be made.
Therefore, a first order approximation is made to estimate the
surface temperature from the core temperature as measured by the
embedded thermocouple (Ttc).

The procedure is as follows. We assume that the temperature
varies only in the radial direction and that the cylinder is com-
posed of a uniformly heated inner shell and an unheated outer
shell ~Fig. 2!. If we assume uniform material properties, the
steady-state temperature distribution in the inner shell is then
given by the heat equation in radial coordinates:

Fig. 2 Layout of the cylinder
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whereq̇ is the power input per unit volume, or:
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whereQ̇ is the total power input,L is the length of the cylinder,
R1 is the radius at which the thermocouple is located, andR2 is
the outer radius of the inner shell. The steady-state temperature
distribution in the outer shell is given simply by

]2T

]r 2 1
1

r

]T

]r
50, ~R2<r<R3!. (3)

The boundary conditions for these equations are:

T~R1!5Ttc , (4)
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wherekCO is the thermal conductivity of the outer shell, andR3 is
the outer radius of the cylinder. The matching condition is atR2
where the temperatures of the outer and inner shells must be
equal. Solving Eqs.~1! and ~3! with the appropriate boundary
conditions, the temperature at the surface,Tc , is given by
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wherekCI is the thermal conductivity of the inner shell. From Eqs.
~5! and ~6!, we can compute the convection heat coefficient,
where
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(7)

From h, we can then compute the Nusselt number.
The computed Nusselt number inherently has a level of uncer-

tainty because the surface temperature of the cylinder is not truly
uniform. The temperature at the base of the cylinder is typically
higher than at the forward stagnation point. This was confirmed
by intrusive measurements using a thermocouple at various cir-
cumferential locations around the cylinder. The temperature gra-
dients in the radial direction were found to be roughly three times
higher than the circumferential direction. To quantify this error, a
detailed two-dimensional finite element simulation was carried
out using circumferential distribution of Nusselt number from Gau
et al. @8#. The results show that the bias error in Nusselt number
using the one-dimensional approximation instead of two-
dimensional is roughly 25 percent. However, the relative uncer-
tainty, i.e., uncertainty between two measurements, is smaller at
10 percent and is the quantity of interest in this paper. This is
discussed further in the error analysis section.

Results
The plots of normalized Nusselt number versus oscillation fre-

quency are shown in Figs. 3 and 4 forA/D50.1 and 0.2, respec-
tively. The Nusselt number is normalized by the respective sta-
tionary values at each Reynolds number. The stationary Nusselt
number values for Reynolds number 550, 1100, and 3500 are
19.5, 24.8, and 56.0, respectively. For each Reynolds number and

oscillation amplitude, a peak near Stc'0.21 is observed. These
peaks are associated with the synchronization of the vortex shed-
ding with the mechanical oscillations. This phenomenon has been
well documented by many previous researchers starting from
Kezios and Prasanna@11#. For each Reynolds number, higher os-
cillation amplitudes results in higher Nusselt number at this fre-
quency as noted by previous researchers~Kezios and Prasanna
@11#; Cheng et al.@4#!.

The locations of all of the peaks appear to be correlated with
the amplitude of oscillation. The figures show that the locations of
the peaks and valleys are nearly coincident for given amplitude,
irrespective of the Reynolds number. ForA/D50.1, there is a
broad valley from Stc'0.3 to '0.45, and a broad peak at Stc
'0.6 with roughly the same height as the peak at Stc50.21. For
A/D50.2, there are valleys at Stc'0.3 and 0.4, and two peaks at
Stc'0.35 and'0.55.

Discussion
While it has been well documented that there is an increase in

the Nusselt number at the synchronization frequency (Stc'0.2),
the increases in the Nusselt number at other frequencies have not
been well documented. The results of this study show that the
Nusselt number does not increase or decrease monotonically past
the synchronization frequency (Stc'0.2) but has definite peaks
and valleys. As will be seen in the following sections, the peaks
are associated with certain modes of the wake. The increase at
Stc'0.6 forA/D50.1 is associated with a mode at three times the
natural shedding frequency, whereas the increases seen at Stc
'0.35 and 0.55 forA/D50.2 are associated with modes at twice

Fig. 3 Normalized surface heat transfer as function of oscilla-
tion frequency for A ÕDÄ0.1

Fig. 4 Normalized surface heat transfer as function of oscilla-
tion frequency for A ÕDÄ0.2
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and three times the natural vortex shedding frequency, respec-
tively. At the higher amplitude (A/D50.2), the mode frequencies
appear to have shifted slightly away from exact multiples of the
fundamental synchronization frequency.

The increase in the Nusselt number cannot be simply accounted
for by the ‘‘effective’’ velocity of the cylinder due to added ve-
locity from the oscillatory motion of the cylinder. Following
Sreenivasan and Ramachandran@21#, the effective velocity,Ve , is
defined as:

Ve5AU`
2 1Vv

2, (8)

where

Vv5
2p f A

&
, (9)

is the RMS velocity of the oscillation. For a stationary cylinder,
the MacAdams relation~MacAdams @14#! predicts the Nusselt
number as function of the Reynolds number (100,Re,4000) or
the freestream velocity as:

Nu}Re0.475}U`
0.475. (10)

SubstitutingVe into Eq. ~7!, the Nusselt number as function of
oscillation frequency and freestream velocity becomes:

Nu~A, f c ,U`!}~U`
2 12p2f c

2A2!0.475. (11)

This relationship is plotted as the solid curves in Fig. 3 and 4. As
noted by previous researchers~Cheng et al.@4#!, the relation in
Eq. ~11! cannot account for the increase in the Nusselt number for
the oscillation frequencies of interest.

The trends in Figs. 3 and 4 are actually consistent with those
observed by Cheng et al.@4# and Gau et al.@8#. Chen et al.@4#
observed that forA/D50.138, the Nusselt number decreased and
remained low past Stc'0.2, while atA/D50.314, the Nusselt
number first decreased then began to increase again. Since they
did not measure the Nusselt number beyond 1.5 times the shed-
ding frequency (Stc'0.30), they were likely observing a decrease
associated with a valley from Stc'0.3 to '0.45 for A/D
50.134, and an increase associated with a peak at Stc'0.35 for
A/D50.314. They attributed the rise atA/D50.314 past St
'0.3 to the ‘‘turbulence’’ effect. They did not precisely define
what the ‘‘turbulence’’ effect was, although it is inferred from
their paper that it is associated with some unsteady~incoherent!
motion of the wake or the boundary layer.

Further information about the wake comes from Gau et al.@8#
who found a rise in the heat transfer for Stc'0.6 or 3 times the
shedding frequency forA/D50.064. Their flow visualization re-
sults gave an impression that organized structures in the wake
may be responsible for the increase in the heat transfer. Therefore,
a detailed DPIV/T study of the wake is presented to clarify the
connection between the wake structure and the rate of heat trans-
fer.

DPIVÕT Study

Experimental Conditions. A detailed DPIV/T study of wake
was carried out at Reynolds number of 610. The freestream tem-
perature was 25.8°C, and the cylinder was heated with a constant
power input of 63.8 W. The wake velocity-temperature field mea-
surements were made for two different amplitudes~A/D50.1 and
0.2! at frequencies corresponding to peaks and valleys of the heat
transfer versus oscillation frequency curve in Figs. 3 and 4. A
total of nine cases, denoted by Roman numerals I through IX, are
presented at frequencies and amplitudes shown in Figs. 3 and 4.

Roll-up Distance Versus Heat Transfer. The most impor-
tant result from the DPIV/T study is the connection between the
length of the mean wake bubble, i.e., length of the recirculation
bubble, and the surface heat transfer. Figure 5 shows that there is
a strong correlation between the wake bubble length and the over-

all Nusselt number. There is, however, a dependence on oscilla-
tion amplitude. The wake bubble length is computed by averaging
the velocity field and locating the closure point of the recirculation
bubble. For example, the wake bubble length is much shorter for
the forced oscillated cylinder, Case II, (x/D51.3) than for the
stationary cylinder, Case I, (x/D52.5) which has much lower
heat transfer rate. For all of the high heat transfer cases, Case II,
IV, V, VII, and IX, the wake bubble lengths are short,x/D
,1.5, while for all of the low heat transfer cases, Case I, III, VI,
and VIII, the lengths are long,x/D.1.9 ~Fig. 5!.

The length of the wake bubble is a quantitative measure of the
downstream distance at which the wake vortices roll-up. Thus the
reason behind the increased heat transfer when the vortices roll-up
close to the cylinder is that the vortices are able to scrub away the
hot fluid at the base of the cylinder. For Case I~stationary cylin-
der!, there is a region of stagnant fluid just behind the cylinder
which does not convect any heat away from the base of the cyl-
inder. Figure 6 shows the closest approach that a vortex makes
during its roll-up. The vortex is sufficiently far away that the fluid
near the base of the cylinder remains stagnant and does not carry
away any heat. In the high heat transfer cases, this region of
stagnant fluid is non-existent. As an example, Fig. 6 shows the
closest approach that a vortex makes during its roll-up in Case II.
The vortex is close enough to induce flow around the base of the
cylinder and carry away heat from the base. While the local Nus-
selt number was not measured in this study, and thus the increase
in the heat transfer at the base of the cylinder could not be directly
verified, it is strongly believed that the heat transfer increases at
the base when the vortices scrub away the normally stagnant and
non-heat convecting fluid away from the cylinder at the base. The
overall heat transfer thus increases when the heat transfer rate at
the normally low region~Eckert and Soehngen@7#! is increased.

Intuitively it is interesting to correlate the length of the wake
bubble with the rate of surface heat transfer. However, the heat
transfer cannot be a simple function of the wake bubble length
because the length can grow or shrink as function of only the
Reynolds number. It has been observed that the length of the wake
bubble, or the ‘‘formation length’’ of the vortices, increases for
roughly 200,Re,1500~Bloor @2#!. For a cylinder with ‘‘high’’
aspect ratio (L/D.50), the length of the wake bubble increases
from x/D51.6 to 2.2~'40 percent increase! from Reynolds num-
ber 500 to 1000 for a stationary cylinder~Noca et al.@15#!. The
Nusselt number may also increase in this span of Reynolds num-
ber by'40 percent~MacAdams@14#!. Since the trends are oppo-
site to those of the forced oscillating cylinder~increase in wake
bubble length results in decreased heat transfer!, the Reynolds
number, not the wake bubble length, must be the essential param-
eter in determining the heat transfer from a stationary cylinder.

Fig. 5 Nusselt number versus length of the mean wake bubble
„formation length …
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When the cylinder is in forced oscillation, the wake bubble length,
not the ‘‘effective’’ Reynolds number or freestream velocity~Eq.
11!, appears to be the essential parameter in correlating the heat
transfer. These effects must be kept in mind when examining the
trend between the wake bubble length and Nusselt number as
shown in Fig. 5.

The increase in the heat transfer may be also correlated with the
increase in the vorticity flux through a surface normal to the wake
centerline as shown in Fig. 7. The measured vorticity flux is the
amount of surface normal vorticity (vz) passing in the streamwise
direction through a surface below the wake centerline atx/D
50.8, i.e., the location of the lower shear layer. The most likely
reason why the Nusselt number correlates so well with the vortic-
ity flux is that the amount of vorticity a shear layer contains may
have direct influence the formation length, i.e., length of the mean
wake bubble. It is observed that the larger the amount of vorticity
flux, the shorter the length of the bubble. This is consistent with
the ‘‘free-streamline’’ or ‘‘cavity’’ theory ~Roskho @19#! which
predicts that the bubble length will decrease if the vorticity flux is
increased. Hence, a shorter bubble length implies more closely
rolled-up vortices which are more effective in transporting away
the non-heat convecting fluid at the base of the cylinder. The
correlation between the vorticity flux and the length of the mean
wake bubble is shown in Fig. 8.

Structure of the Wake. The observation of a short wake
bubble length, or a roll-up of the vortices close to the cylinder,
always coincides with the synchronization of the wake with some
integer fraction~1/n, n51,2,3! of the mechanical oscillation fre-
quency. Regardless of the oscillation frequency, the frequency of
the large-scale vortex shedding remains near St50.2 ~Ongoren
and Rockwell@17#!. When the frequency of oscillation approaches
some multiples of the large-scale vortex shedding frequency, the
wake pattern becomes synchronized with the cylinder oscillation,

and this may result in the roll-up of the vortices very close to the
cylinder. In Cases II and V, the wake is synchronized with the
mechanical oscillation frequency since the wake and oscillation
frequencies match. For other frequencies that are multiples or
close to multiples of the large-scale vortex shedding frequencies,
period doubling~case VII!and period tripling~cases IV and IX!
are observed with respect to the cylinder oscillation period. This
phenomenon of period doubling and tripling has been observed by
Ongoren and Rockwell@17# through flow visualization in water
~hydrogen bubble technique! for cylinders of various shapes. For a
wedge shaped cylinder, they observed the formation of one small
vortex per side~top and bottom!for each oscillation of the cylin-
der when the oscillation frequency was an integer multiple,n, of
the large-scale vortex shedding frequency. Then distinct vortices
merged downstream to form the large-scale vortices which then
shed at a much lower frequency~1/n of the oscillation frequency!.
The merging process is shown in Fig. 11 of Ongoren and Rock-
well @17#. Similar observations are made in this study, except that
merging appears to occur much closer for the case of the circular
cylinder, especially for Case IV and IX~i.e., n53!. Figure 9
shows the sequence of phase averaged vorticity fields for Case IV.
Ongoren and Rockwell@17# observed that oscillating the cylinder
three times the natural shedding frequency generated three distinct
vortices per side, of which the first two merged some distance
(x/D'2.5, whereD is the side length of a 60 deg wedge! down-
stream followed by a merger of the third vortex with the first two
at x/D'4. In this study~circular cylinder as opposed to a wedge!,
three distinct vortices are not observed. Instead, one large vortex

Fig. 6 Stagnant and non-heat convecting fluid near the base
of the cylinder for Case „I…, and vortices scrubbing away fluid
near the base of the cylinder for Case „II…. Note the close roll-up
of the vortex and large velocity near the base of the cylinder in
Case „II… as compared to Case „I…. Note: the contours are lines
of constant vorticity.

Fig. 7 Nusselt number versus mean total vorticity flux of the
lower shear layer at x ÕdÄ0.8

Fig. 8 Vorticity flux versus the length of the mean wake
bubble

56 Õ Vol. 123, FEBRUARY 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



is generated in two cylinder oscillation, and a second smaller vor-
tex is generated which does not appear to merge with the larger
vortex in the near wake~Fig. 9!.

In this study, a lack of synchronization of the wake with the
cylinder oscillation is associated with roll-up of the vortices far
downstream of the cylinder. For Case III and VI, the wake is not
synchronized with the motion of the cylinder. The PSD of Case
III, computed from the time-trace ofuy ~transverse velocity! at the
location of maximum fluctuations on the wake centerline, shows
that the dominant frequency in the wake is at St50.20 ~Fig. 10!.
The Strouhal number, St, is defined as St5 f D/U` , wheref is the
wake frequency. The cylinder is oscillated at Stc50.34, but there
is little sign of wake excitation at the frequency of oscillation
(Stc50.34) in the PSD. This suggests that the shedding of the
large-scale vortices is unaffected by the cylinder oscillation and
remains near the frequency of the stationary cylinder at St
'0.20. A sequence of the phase averaged vorticity field locked to
the mechanical oscillation of the cylinder shows that the vorticity
field at each phase looks remarkably like the mean vorticity field
~Fig. 11~A!!. This further confirms that the large-scale vortex
shedding is unaffected by the cylinder oscillation at this oscilla-
tion frequency. By phase averaging with respect touy as de-
scribed in the phase averaging section, the large-scale vortex
shedding cycle can be recovered as shown in Fig. 11~B!. The
same behavior is observed for Case VI which has higher ampli-
tude ofA/D50.2.

While a lack of synchronization of the wake with the mechani-
cal oscillation of the cylinder results in vortices rolling-up far
from the cylinder, a simple synchronization of the wake isnot a
sufficient condition to cause the vortices to roll-up close to the
cylinder, i.e., high heat transfer. Figures 12~A! and ~B! show the

Fig. 9 Sequence of phase averaged vorticity fields for forced oscillating cyl-
inder at St cÄ0.58, A ÕDÄ0.1 „Case IV…. „zŠvz‹DÕU`z‹1.0, contour increment
0.5…. See Fig. 13„D… for phase corresponding to each letter.

Fig. 10 PSD of u y at location of maximum u y fluctuations on
the wake centerline for forced oscillating cylinder at St cÄ0.34,
A ÕDÄ0.1 „Case III…
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wake patterns are synchronized with the one-half the cylinder os-
cillation frequency for both Cases VII and VIII, respectively.
However, in Case VIII, which is of only slightly higher frequency,
the vortices roll-up farther downstream as compared to Case VII,
and this case has a low effective heat transfer rate.

Finally, the oscillation frequencies corresponding to the peaks
in the heat transfer rate seem to shift slightly as function of oscil-
lation amplitude. ForA/D50.2, the oscillation frequencies corre-
sponding to the maximum heat transfer rates seem to shift lower
than the multiples of the vortex shedding frequency of the un-
forced cylinder~Fig. 4!. For smaller amplitude (A/D50.1), the
maximum heat transfer rate seem to nearly coincide with the mul-
tiples of the vortex shedding frequency of the unforced cylinder.
Oddly, no peak in the heat transfer rate is observed forA/D
50.1 at twice the large-scale vortex shedding frequency. This is
consistent with the results of Gau et al.@8# which also showed an
increase atonly three times the shedding frequency forA/D
,0.064. While the results from Case III do not show any syn-
chronization of the wake pattern with the oscillation frequency,
the oscillation frequency may be too low (Stc50.34). It is likely
that the wake achieves synchronization at Stc'0.4 but probably

fails to generate a pattern where the vortices roll-up close to the
cylinder. Analogously, the heat transfer does not increase for os-
cillations frequencies corresponding to four or five times the
large-scale vortex shedding frequency. The reason for why the
wake has certain preferred frequencies at which the vortices
roll-up close to the cylinder is unknown at this time.

‘‘Turbulence’’ Effect
From the results, we attempt to address the ‘‘turbulence’’ effect

as described by Cheng et al.@4# who attributed it to the rise in
heat transfer atA/D50.314 past Stc'0.3. The ‘‘turbulence’’ ef-
fect, as it turns out, appears to be an organized pattern in the wake
associated with the synchronization of the wake with the cylinder
oscillation through processes of period doubling and tripling. For
A/D.0.2, the increase in the heat transfer just above the natural
vortex shedding frequency is associated with period doubling and
is the result of vortices rolling-up closer to the cylinder and scrub-
bing away the stagnant fluid at the base of the cylinder for se-
lected oscillation frequencies. At the lower amplitudesA/D
,0.1, the heat transfer decreases because the vortices roll-up

Fig. 11 Sequence of phase averaged vorticity fields for forced oscillating cyl-
inder at St cÄ0.34, A ÕDÄ0.1 „Case III…. „zŠvz‹DÕU`z‹1.0, contour increment 0.5 ….
The phase averaging is done with respect to the cylinder oscillation frequency in
„A… and u y at location of maximum u y fluctuations on the wake centerline in „B….
See Fig. 13„A… and „B… for phase corresponding to each letter.
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close to the cylinder only for three times the vortex shedding
frequency. This result is confirmed by measurements by Gau et al.
@8# for A/D,0.064. There may be indeed an effect from incoher-
ent or ‘‘turbulent’’ motions in the wake as suggested by the result
of Nusselt number never quite returning to the value of the sta-
tionary cylinder~Figs. 3 and 4, and Gau et al.@8#!. However, the
large increases observed at particular frequencies are the result of
coherent or synchronized motion of the wake with respect to the
cylinder oscillation.

Error Analysis
The relative uncertainty in the Nusselt number is given by:

dNu

Nu
5S Fd~Ttc2T`!

~Ttc2T`!
G 2

1S dQ̇

Q̇
D 2

1S dD

D
D 2

1S dL

L
D 2

1

(
i 51

2 S dRi

Ri
D 2

1S dk

k
D 2
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D 2

1S dkCI

TCI
D 2 D 1/2

.

(12)

The relative uncertainty in the Nusselt number is on the order of
10 percent. The absolute uncertainty is roughly 25 percent. The
large absolute uncertainty in Nusselt number comes using one-

dimensional approximation of the surface temperature. A two-
dimensional simulation shows that one-dimensional approxima-
tion produces a somewhat large bias error, i.e., absolute
uncertainty, but the relative error is less sensitive. In other words,
Nuo may be off, but Nu/Nuo is accurate. Irrespective of our re-
sults, there is a large scatter in the Nusselt number found in lit-
erature. Again, one cause of the scatter might be the cylinder
aspect ratio (L/D). It has been observed that decreasing the as-
pect ratio increases the wake bubble length; hence, the distance at
which the vortices roll-up~Norberg@16#; Noca et al.@15#!. Since
the distance at which vortices roll-up plays an important role in
the surface heat transfer when the cylinder is oscillated, the aspect
ratio may be an important parameter in determining the relative
increase in the heat transfer between a stationary and oscillated
cylinder. Review of the aspect ratios used in previous studies
show a range of rather low values, fromL/D53 of Saxena and
Laird @20#, L/D510.7 of Kezios and Prasanna@11#, L/D516 of
Cheng et al.@4#, L/D517 of Gau et al.@4#, to L/D517.5 for
Sreenivasan and Ramachandran@21#. The end boundary condi-
tions of these experiments have not been well documented. There-
fore, the measurements from these studies, as well as the present
study, may not be truly representative of heat transfer from an
‘‘infinitely long’’ circular cylinder which may be achieved only

Fig. 12 Sequence of phase averaged vorticity fields for forced oscillating cyl-
inder at St cÄ0.37, A ÕDÄ0.2 „Case VII… „A…, and St cÄ0.42, A ÕDÄ0.2 „Case VIII…
„B…. „zŠvz‹DÕU`z‹1.0, contour increment 0.5 …. See Fig. 13„C… for phase corre-
sponding to each letter.
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Fig. 13 Reference velocity and displacement of the cylinder corresponding to each letter of
phase average

Table 1 Parameters from different studies
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when L/D.50(200,Re,1000) andL/D.200 for Re.1000
~Norberg @16#!. Thus there may not be a ‘‘universal’’ Nusselt
number for a given Reynolds number. The parameters and results
of each study are shown in Table 1.

A review of the previous measurements shows that there is a
wide scatter in the measured heat transfer increase at the wake
synchronization frequency (Stc'0.2). Experimentally, Kezios
and Prasanna@11# measured increase of 20 percent forA/D
50.075 at Re55500, while Cheng et al.@4# measured increase of
10 percent forA/D50.138 at Re51000 Gau et al.@8# has found
increase up to 40 percent forA/D50.064 at Re51600. There are
some possible reasons for these discrepancies. First, some experi-
ments were conducted in water and others in air, thus there may
be Prandtl number effects. Second, each study used a different
technique of computing the Nusselt number. Kezios and Prasanna
@11# used thermocouples on the surface of a cylinder which was
heated continuously, and the Nusselt number was estimated from
the continuous power input and the average surface temperature.
Gau et al.@8# made measurements similar to Kezios and Prasanna
@11# except the heater strips were used to measure local Nusselt
number. Cheng et al.@4# used thermocouples embedded within a
cylinder which was first heated then allowed to cool by convec-
tion. The Nusselt number was computed indirectly by measuring
the cooling rate of the cylinder. In this study, the cylinder is con-
tinuously heated, but the Nusselt number is computed using an
estimateof the surface temperature from a thermocouple embed-
ded in the cylinder core and the power input. It can be argued that
the methods of Kezios and Prasanna@11# and Gau et al.@8# are
the most accurate since they are the most direct measures of the
Nusselt number. The results of this study are closer to those of
Gau et al.@8# than those of Kezio and Prasanna@11# and Cheng
et al. @4#, but the issue is far from resolved. Since the cylinder
used in this study was primarily designed for DPIV/T measure-
ments, the computed Nusselt numbers in this study is not precise
enough to address this question. However, the observed trends in
the heat transfer rate as function of oscillation frequency and am-
plitude in this study are believed to be completely accurate.

Conclusion
In this study, we examine the effect of forced transverse oscil-

lations on the heat transfer from the surface of a circular cylinder
for Re5550, 1100, 3500. A map is made of the heat transfer
versus forced oscillation frequency for oscillation amplitudes,
A/D50.1 and 0.2. It is found that besides the increase in heat
transfer at the oscillation frequency corresponding to the unforced
vortex shedding frequency, there are other higher frequencies,
namely super-harmonics, at which there is a large increase in the
heat transfer. In particular, there is a large increase in heat transfer
at approximately three times the unforced vortex shedding fre-
quency forA/D50.1, and there are large increases at approxi-
mately two and three times the frequency forA/D50.2. A close
inspection of the flow field using DPIV/T reveals that the increase
in the heat transfer from a forced oscillating cylinder is linked
with the distance at which vortices roll-up behind the cylinder.
When the vortices roll-up close to the cylinder, the heat transfer is
increased as the result of the removal of the stagnant and low heat
convecting fluid at the base of the cylinder when the vortices
approach close to the cylinder. The close roll-up of the vortices
coincides with the synchronization of the wake with the mechani-
cal oscillation of the cylinder through period doubling and/or tri-
pling of the wake pattern with respect to the cylinder oscillation
period. However, the synchronization of the wake with the me-
chanical oscillation is not found to be a sufficient condition to
cause a large increase in the surface heat transfer. Only when the
wake is synchronized and the vortices roll-up close to the cylin-
der, is a large increase in the surface heat transfer observed. Fi-
nally, the large increases in the heat transfer appear to be the
result of coherent motions of the wake, not ‘‘turbulent’’ or inco-
herent motions.
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Nomenclature

A 5 amplitude of oscillation
Bi 5 Biot number (hD/k)
Cp 5 heat capacity
D 5 diameter of cylinder
f 5 frequency

f c 5 frequency of cylinder oscillation
Gr 5 Grashof number (gb(Tc2T`)D3/n2)
g 5 acceleration of gravity
h 5 convection heat transfer coefficient
k 5 thermal conductivity

kCO 5 thermal conductivity of outer shell of cylinder
kCI 5 thermal conductivity of heat coil inside cylinder

L 5 span of cylinder
Nu 5 Nusselt number (hD/k)

Nuo 5 Nusselt number of stationary cylinder
Pr 5 Prandtl number (n/a)
Q̇ 5 heat input
q̇ 5 heat input per unit mass

R1 5 inner radius of heating coil inside cylinder
R2 5 outer radius of heating coil inside cylinder
R3 5 outer radius of cylinder
Re 5 Reynolds number (U`D/n)
St 5 Strouhal frequency (f D/U`)

Stc 5 Strouhal frequency of cylinder (f cD/U`)
T 5 temperature

T` 5 freestream temperature
Tc 5 surface temperature of cylinder
Ttc 5 temperature of thermocouple inside cylinder

t 5 time
U` 5 freestream velocity

uW 5 velocity vector
ui 5 i th velocity component
Ve 5 effective velocity of cylinder
Vv 5 RMS of transverse velocity of oscillating cylinder

Greek

a 5 heat diffusion coefficient (k/rCp)
b 5 coefficient of thermal expansion
r 5 density
n 5 kinematic viscosity
v 5 vorticity
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A Transient Formulation of
Newton’s Cooling Law for
Spherical Bodies
Newton’s law of cooling is shown to underestimate the heat flux between a spherical body
(droplet) and a homogeneous gas after this body is suddenly immersed into the gas. This
problem is rectified by replacing the gas thermal conductivity by the effective thermal
conductivity. The latter reduces to the gas thermal conductivity in the limit of t→`, but
can be substantially higher in the limit of t→0. In the case of fuel droplet heating in a
medium duty truck Diesel engine the gas thermal conductivity may need to be increased
by more than 100 percent at the initial stage of calculations to account for transient
effects during the process of droplet heating.@DOI: 10.1115/1.1337650#
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1 Introduction
Newton’s law of cooling gives the expression for convective

heat flux leaving a solid surface in the form~@1#!:

q̇5h~Ts2Tg0!, (1)

whereh is the convective heat transfer coefficient,Ts is the tem-
perature of the surface of the body,Tg0 is gas temperature at
sufficiently large distances from the body. Although the expres-
sion ~1! is traditionally called the cooling law, it can be equally
applied to the problem of heating of the body.

The value ofh can be estimated as~@1#!: h5Nuk/L, where Nu
is the Nusselt number,k is the gas thermal conductivity,L is the
characteristic size. This expression can be considerably simplified
in the case of spherical bodies~e.g., droplets, particles!, assuming
that both Reynolds and Prandtl numbers are small. In this case we
can assume that Nu52 and simplify the expression forh to

h5k/r s , (2)

wherer s5L/2 is the radius of the sphere.
Strictly speaking, this form of the expression forh is valid in

stationary cases only. However, it has been widely used for mod-
eling not only stationary but also transient processes, including the
combustion of fuel droplets~e.g.,@2–6#!. This assumption allows
the analysis to be considerably simplified, but its applicability has
never been rigorously justified to the best of our knowledge.

The objective of this paper is to investigate the transient heat
transfer between a spherical body and surrounding gas in order to
clarify the range of applicability of Eqs.~1! and ~2!. The aim of
this paper is to generalize these equations so that they can be
applied to both stationary and transient processes. The effects of
evaporation and combustion will be ignored. This enables the re-
sults to be applied to a heat-up period of fuel droplets—a problem
complementary to the unsteady effects in droplet evaporation and
combustion discussed by Crespo and Lin˜an @7#.

Basic equations will be derived and discussed in Section 2. In
Section 3 our results will be applied to the modeling of a typical
problem of heating fuel droplets in a Diesel engine. The main
conclusions of the paper are summarized in Section 4.

2 Basic Equations
Let us assume that a sphere of radiusr s and temperatureTs is

immersed into an infinite homogeneous gas at temperatureTg0.
The temperature of sphere remains constant, but the changes in
gas temperature are described by the heat conduction equation in
the form ~@8#!:

]T

]t
5kS ]2T

]r 2 1
2

r

]T

]r D , (3)

wherek5k/(cpgrg), cpg is the gas specific heat capacity,rg is
the gas density,r is the distance from the center of the sphere,t is
time, T(r s)5Ts .

The assumptionTs5const made to simplify the mathematical
formulation of the problem has a number important physical im-
plications. For example, in the case of fuel droplets, their heating
by heat transfer from the hot gas can be compensated by their
cooling through evaporation~cf. @9,10#!.

Equation~3! can be reformulated in terms of new variables

V5rT2r sTs R5r 2r s

and written as

]V

]t
5k

]2V

]R2 . (4)

The boundary and initial conditions for this equation are pre-
sented as

V~0,t!50 V~R,0!5 f ~R!, (5)

where

f ~R!5H RTg01r s~Tg02Ts! when R.0

0 when R50.

The solution of Eq.~4! subject to conditions~5! can be written
as ~@11#!:

V~R,t !5
1

2Apkt
E

0

`

f ~j!H expF2
~R2j!2

4kt G
2expF2

~R1j!2

4kt G J dj. (6)

Having substituted the explicit expression forf (j) into ~6! and
returning to variablesT and r we obtain:
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T5Tg01
r s

r
~Ts2Tg0!F12erfS r 2r s

2Akt
D G , (7)

where

erf~x!5
2

Ap
E

0

x

exp~2t2!dt.

In the limit r 5r s Eq. ~7! gives T5Ts . In the limit t→0, but
rÞr s , this equation givesT5Tg0 in agreement with conditions
~5!.

Equation ~7! gives the radius of the effective cooling zone
around the cold body~droplet! in a hot gas as a function of time.
If, for example, we assume that time is large and define the cool-
ing zone as the one whereT50.8Tg0 then the radius of this zone
(r cz) can be obtained as

r cz55r s~Tg02Ts!/Tg0 .

If Tg0'3Ts ~realistic situation in Diesel engines: see@12#! then
r cz'10rs . This condition needs to be accounted for in computer
modeling of heat exchange between droplets and gas in order to
avoid grid dependence when coupling Lagrangian droplet tracking
with the Eulerian gas phase in CFD calculations. It is usually
satisfied in realistic Diesel spray calculations where the drop sizes
are of the order of 10mm and the grid sizes are of the order of 250
mm, although this effect can be important in the case of larger
droplets.

Based on~7! the heat flux from the surface of the sphere (r
5r s) can be estimated as:

q̇52k
]T

]r
5

k~Ts2Tg0!

r s
S 11

r s

Apkt
D . (8)

Comparing Eqs.~1!, ~2!, and~8!, it can be seen that the New-
ton’s law of cooling can be used to describe the transient process
discussed above, if the gas thermal conductivityk is replaced by
the ‘‘effective’’ thermal conductivitykeff defined as

keff5k~11z!, (9)

where

z5r sAcpgrg

pkt
. (10)

In the limit t→`, keff→k as expected. On the other hand,keff
can be infinitely large whent→0.

The average value ofkeff over the period fromt5t0 to t5t0
1Dt can be estimated as

keff5k~11 z̄ !, (11)

where

z̄5
1

DtEt0

t01Dt

zdt5
2

Dt
r sAcpgrg

pk
~At01Dt2At0!. (12)

In the case whent050 Eq. ~12! is simplified to

z̄52r sAcpgrg

pkDt
. (13)

On the other hand whenDt!t0 Eq. ~12! is simplified to

z̄5r sAcpgrg

pkt0
. (14)

3 Discussion
Equation ~9! is applied to a typical situation of gas cooling

around a fuel droplet in a medium truck Diesel engine where
droplets are injected at room temperature into air atTg05880 K
and pressure 60 bar. Under these conditionsrg523.8 kg/m3, k
50.061 W/m•K,cpg51120 J/kg•K. For a typical timestep used in
CFD calculations (Dt51025 s! we obtain from Eq.~13! that at
the start of calculationsz̄'1.4. This means that the thermal con-
ductivity of gas used for the estimate of the rate of the initial
droplet heating can be significantly higher~more than 100 per-
cent!than commonly believed. This time scale is much less than a
typical droplet evaporation time (1023 s!. Moreover, the change
of droplet temperature overDt51025 s can be safely ignored.
Hence the assumptions of our model regarding the absence of
evaporation and the condition thatTs5const are satisfied in this
particular case.

4 Conclusions
It is pointed out that the Newton’s law of cooling can be ap-

plied to the problem of transient cooling or heating of a spherical
body ~droplet! in a homogeneous gas if one replaces gas thermal
conductivity by the effective thermal conductivity. The latter re-
duces to the gas thermal conductivity in the limit oft→`, but can
be substantially larger than the gas thermal conductivity in the
limit of t→0. In the case of fuel droplet heating in a medium duty
truck Diesel engine gas thermal conductivity may need to be in-
creased by more than 100 percent for the initial stages of calcu-
lations to account for transient effects during the process of heat-
ing of these droplets.
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Three single equation turbulence models were applied to a test case of a Mach 9 flow over
a 38 deg ramp. None of the models have been optimized to high-speed flows. Results
indicate that the Rt closure outperforms both the Spalart-Allmaras and Menter’s models
in predicting this flow. Since the Rt model’s formulation is also topography-parameter-
free, it seems to be the best choice for use in hypersonic heat transfer prediction within
the single equation closure family.@DOI: 10.1115/1.1337653#
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1 Introduction
There has recently been renewed interest in hypersonic flight

vehicles. Projects such as Sandia laboratories’ Hypersoar and
NASA’s Hyper-X are current examples. The engine inlets of these
vehicles typically involve compression ramps which, through a
series of shocks, reduce the engine inflow Mach number to super-
sonic levels to enable supersonic combustion. Such a shock sys-
tem imposes, however, a severe penalty in terms of surface heat-
ing, requiring careful attention to the choice of materials and/or
cooling devices to avoid the possibility of local melting of the
vehicle’s skin. It is important, therefore, to be able to predict
hypersonic flow over ramp configurations, including surface heat-
ing characteristics, with the aim of using this capability for analy-
sis and design purposes of vehicle components such as engine
inlets. The ability to predict turbulent hypersonic flows with high
level of confidence carries much broader benefits, namely entire
vehicle external/internal flow prediction capability for preliminary
design and, later, for various analysis purposes.

Sincek-e models are known to severely overpredict heat trans-
fer levels in flows involving adverse pressure gradient~@1#!, it is
desirable to evaluate the performance of single equation closures
under such flow conditions. This paper aims, therefore, at testing
the performance of three single equation turbulence models in
predicting hypersonic flow heat transfer: theRt model ~@2#!, the
Spalart-Allmaras model~@3#! ~henceforth denoted as ‘‘S-A’’!, and
Menter’s one-equation model~@4#!. To this end, the Mach 9 flow
over a 38 deg cooled ramp, with experimental data by Coleman
and Stollery@5#, was chosen. The formulations of the latter two
models are given in detail in Refs.~@3#! and ~@4#!, respectively.
The Rt model is described in the Appendix.

2 Highlights of the Numerical Approach
A Navier-Stokes solver for either compressible or incompress-

ible fluid flows was used in the present work. The solver features
a second order Total Variation Diminishing~TVD! discretization
based on a multi-dimensional interpolation framework which is
utilized also for the viscous terms. An HLLC~Harten, Lax, van
Leer, with Contact wave! nonlinear Riemann solver is used to
define the~limited! upwind fluxes. This Riemann solver is par-
ticularly suitable for hypersonic flow applications since, unlike
classical linear solvers such as Roe’s scheme, it automatically
enforces entropy and positivity conditions. Further details regard-
ing the numerical methodology can be found in Refs.~@6–9#!.

3 Results
Before testing the models under hypersonic conditions, a tran-

sonic flow test case is examined. In all calculations presented here
the boundary layer was allowed to develop and transition natu-
rally, starting from a freestream inflow. All models were initial-
ized with eddy viscosity equal to the molecular one.

3.1 Transonic Flow Over an Axisymmetric Bump. A
Mach 0.875 flow over an axisymmetric bump at Re`513.6
3106/m was computed. Experimental data are by Bachalo and
Johnson@10#. Here a normal shock, impinging on the bump,
causes flow detachment from the surface with subsequent reat-
tachment further downstream on the cylindrical portion of the
model. The computations were performed on a 151381 grid with
y1<1 at the first centroid away from the wall. Streamwise clus-
tering was also imposed, centered atx/c50.7 where the shock
impinges on the wall according to the experiment. A second cal-
culation on a 2143115 mesh~twice the previous grid! confirmed
grid independence of the results as seen in Fig. 2. A sketch of the
geometry and main flow features is included in Fig. 1. Figures 2
and 3 present surface pressure coefficient (Cp) and skin friction
(Cf) profiles, respectively. In the figures the origin of the axial
coordinate,x, is at the bump leading edge; the radial coordinate,y,
originates at the axis. All lengths are scaled by the bump cord,c.
The Rt model predictions on the two grids coincide. Figure 4
shows velocity profiles at two streamwise locations; one within
the reversed flow region, the other downstream of reattachment.
Finally, Fig. 5 shows convergence history.

The Rt and Menter models predict the pressure best, whereas
the S-A closure predicts the shock further downstream than indi-
cated by the data. The post-reattachment pressure level is corre-
spondingly overpredicted by this model. On the other hand, the
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S-A andRt models capture the skin friction well, whereas Ment-
er’s closure underpredicts the extent of the separation bubble by
about 40 percent, reminiscent of some lineark-e models’ perfor-
mance. This aspect of Menter’s model is evident also in the next
flow case and stems from the fact that it was largely derived from

the standardk-e closure. Turning to the velocity profiles, the S-A
model overpredicts the extent of the reversed flow while theRt
and Menter’s model capture the reversed flow profile quite well.
All models predict a sluggish boundary layer post-reattachment
recovery, but Menter’s model is slightly better in the near-wall
region, again, typical ofk-e models which tend to underpredict
the extent of flow separation. TheRt model yields the best overall
prediction of this flow case.

3.2 Hypersonic Flow Over a Compression Ramp. This
case is a two-dimensional Mach 9 flow over a 38 deg cooled
ramp, with experimental data reported in Ref.~@5#!. An oblique
shock, impinging on the boundary layer downstream of the ramp
corner, induces flow detachment with subsequent reattachment
onto the ramp surface, where a large heat transfer peak occurs.
Figure 6 shows the geometry and main flow features. The flow
conditions are as follows: inflow Mach number is 9.22, Re`

50.473106/cm, total temperature is 1070 K,T`564.5 K and the
wall temperature is 295 K.

The computation was done on a 2503200 grid with at least 20
cells inside the viscous sublayer, first centroidal point away from
the wall being aty1'0.1. The grid was clustered in thex direc-
tion too, centered at the ramp corner. A 2003150 grid was also
used to ascertain grid independence of the reported fine mesh
results.

Figure 7 shows wall pressure distribution as predicted by the
single equation models and Fig. 8 shows the corresponding wall
heat transfer. Comparison with the experimental data indicates
that the Rt model predicts this flow better than the other two
models. It captures the extent of the separation region; hence, it
also captures correctly the shock location and the peak pressure
level. The S-A model predicts less than half the size of the ex-
perimentally observed bubble, and Menter’s model predicts an
even smaller reversed flow, thus both models place the shock too

Fig. 2 Axisymmetric bump: wall pressure distribution

Fig. 3 Axisymmetric bump: skin friction distribution

Fig. 4 Axisymmetric bump: velocity profiles

Fig. 5 Axisymmetric bump: convergence history

Fig. 6 Hypersonic ramp flow: geometry and flow features
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far upstream and underpredict the peak level. The heat transfer is,
again, best predicted by theRt model, but the S-A closure also
performs quite well. Menter’s model, however, yields a peak heat
transfer some four times the observed level, much like the perfor-
mance ofk-e models. The oscillatory behavior exhibited by the
Rt model in the peak heat transfer region is observed in the ex-

perimental data as well~albeit to a lesser extent! and may stem
from a local structure in the reattachment zone. Predictions on the
two grids exhibit relatively minor differences. Figure 9 depicts the
heat transfer distribution in the reversed flow region upstream of
the shock, showing that theRt model captures the start of increase
in heat transfer above the flat plate level, associated with the lead-
ing edge of the separation bubble. The other two models do not
capture this flow region correctly, resulting in inferior perfor-
mance further downstream.

Figure 10 is a convergence history plot, based on skin friction.
It shows that theRt and Menter’s model converge about four
times faster than the S-A model.

4 Summary and Conclusions
The performance of three single equation turbulence models

was evaluated under transonic and hypersonic flow conditions,
both involving adverse pressure gradients strong enough to im-
pose a large reversed flow region. In the former case all models
performed well, but Menter’s model underpredicted the extent of
flow separation. In the latter case neither the S-A nor Menter’s
model was able to capture the pressure profile correctly due to
underpredicting the bubble size. The S-A model nevertheless pre-
dicted the heat transfer distribution quite well, whereas Menter’s
closure yielded about four times the observed peak level. In con-
trast, theRt model predicted this flow very well, even though it
has not been optimized to high-speed flows. It was also observed
that Menter’s model behaved similar to a typicalk-e closure un-
der adverse pressure gradient conditions.

It is concluded that the topography-parameter-freeRt model
may be the best choice, within single equation closures, for reli-
able prediction of hypersonic wall-bounded flows.

5 Appendix: Rt Model Formulation
The Rt model consists of solving the following transport equa-

tion for the undamped eddy viscosity(R):

r
DR

Dt
5

]

]xj
F S m1

m t

sR
D ]R

]xj
G1C1r~RPk!

1/22~C3f 32C2!rD,

(1)

where the turbulence production is expressed in terms of the
Boussinesq approximation

Pk5n tF S ]Ui

]xj
1

]U j

]xi
D ]Ui

]xj
2

2

3 S ]Uk

]xk
D 2G , (2)

and the destruction term is

Fig. 7 Hypersonic ramp flow: wall pressure distribution

Fig. 8 Hypersonic ramp flow: heat transfer distribution

Fig. 9 Hypersonic ramp flow: heat transfer distribution detail

Fig. 10 Hypersonic ramp flow: convergence history
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D5H ]R

]xj

]R

]xj
, w.0

0, otherwise

, (3)

where

w5
]Q

]xj

]R

]xj
, (4)

and

Q5@~U2U0!21~V2V0!21~W2W0!2#1/2. (5)

Here$U0 ,V0 ,W0% is the velocity vector of the frame of reference
~often 0!; Ui5(U,V,W) are the cartesian velocity components;
xi5(x,y,z) are the corresponding coordinates;m and m t are the
dynamic molecular and eddy viscosities, respectively;r is den-
sity; andn t is the kinematic eddy viscositym t /r. The conditional
application of the sink term avoids sharp turbulent/nonturbulent
interfaces at shear layer edges since the term is used only in the
lower portion of the boundary layer, wherew.0. It is noted that
this term vanishes naturally at the location of maximumR, since
¹R50 there. The formulation retainsD50 from that point to-
ward the boundary layer edge.

The eddy viscosity field is given by

m t5 f mrR, (6)

where

f m5@ tanh~ax2!#/@ tanh~bx2!#, (7)

and

x[rR/m. (8)

The model constants and the damping functionf 3 are derived
from asymptotic arguments at walls and limit flow regions such as
pipe centerline and the logarithmic overlaps of flat plate, pipe and
channel flows. No additional calibration or optimization to spe-

cific flows was done. Figures 11 and 12 show grid-independent
results for fully developed pipe flow and flat plate flow. All mod-
els predict the same flat plate boundary layer thickness~Fig. 12!.
TheRt and S-A closures are in close agreement regarding the skin
friction distribution and slightly underpredict the theoretical
curve.

Further details about the model are given in Ref.~@2#!. Final
results for the closure parameters are as follows:

f 35112a/~3bC3x!, (9)

C15k2~C32C22sR
21!, (10)

C2525a/~3bsR!, (11)

and

C32C253/~2sR!, (12)

wheresR50.8, a50.07, andb50.2.
Equation~1! is subject to the following boundary conditions:

1 Solid Walls
R50, (13)

2 Freestream Inflow and Initial Conditions

R`<n` (14)

The model has been validated for numerous two-dimensional and
three-dimensional wall-bounded internal and external flow cases
across the Mach number range~@2,11#!. While its formulation is
general, it has not been validated for free-shear flows.
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Fig. 11 Pipe flow: law-of-the-wall and shear stress profiles

Fig. 12 Flat plate flow: skin friction and velocity profiles
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Practical Experience With the
Discrete Green’s Function
Approach to Convective Heat
Transfer
The heat transfer from a short uniform heat flux strip beneath a turbulent boundary layer
with and without freestream turbulence was measured using a liquid crystal imaging
technique. Freestream turbulence intensities were on the order of 12 percent. Data were
taken at momentum thickness Reynolds numbers on the order of 1000 and 2000 for the
turbulent and steady freestreams, respectively. Heat transfer enhancement due to the
presence of freestream turbulence was quantified in terms of the ratio of the average St’s
on the strip: turbulent freestream divided by steady freestream. Compared to the baseline
case of a uniformly heated surface upstream of the strip, the heat transfer enhancement
decreased by 20 percent. The temperature distribution measured on and downstream of
the heated strip represented one column of a discrete Greens function that was used to
predict the heat transfer for any arbitrarily specified thermal boundary condition given
the same flowfield. Predictions are compared against correlations and numerical predic-
tions as well as data from the literature. The details and practical applications of this
approach to handling heat transfer with non-uniform thermal boundary conditions are
presented. @DOI: 10.1115/1.1336509#

Keywords: Conjugate, Experimental, Forced Convection, Heat Transfer, Turbulent

Introduction
Usually convective heat transfer takes place over surfaces with

non-uniform temperature and heat flux distributions. Analysis of
the heat transfer is important to insure that maximum tempera-
tures stay below material limits, and to calculate thermal stresses.
Prediction of average component temperatures or bulk heat loads
is not sufficient in many applications. Analytical or computational
methods also must be able to yield local temperature distributions
often requiring conjugate solutions of the conduction and convec-
tion problems.

The majority of convective heat transfer data are given in terms
of the conventional definition of the heat transfer coefficient,h,
which has the shortcoming that it does not incorporate any con-
sideration for variations in thermal boundary condition~TBC!. A
measured or calculated distribution ofh can only be used to pre-
dict heat transfer in situations with the same TBC. For a conjugate
solution, the distribution ofh must be recalculated at each itera-
tion, or worse yet, re-measured if experimental data are used.
Little regard is given in most experiments to matching the TBC
expected in an application. Typically, data are obtained in simpli-
fied laboratory experiments where the hydrodynamics are
matched, while the TBC is dictated by the measurement
technique.

What is needed is a description of the heat transfer that is in-
dependent of the TBC and can be measured with reasonable effort
and accuracy. This paper presents a discrete Green’s function de-
scriptor for the convective heat transfer that is independent of the
TBC as long as the thermal energy equation can be assumed to be
linear. We show that the discrete Green’s function offers a con-
venient formulation of heat transfer problems and is applicable to
arbitrarily complex flows. Once the Green’s function has been
determined for a given flow, it can be used to calculate the heat

transfer for any distribution of wall temperature or heat flux using
simple matrix-vector multiplication. Contrast this to using a mod-
ern CFD code which requires the user to set up the boundary
conditions and re-solve at least one differential equation for each
new thermal boundary condition.

The Green’s function description suggests appropriate experi-
ments for measuring heat transfer. One technique to measure the
Green’s function is described and its accuracy is assessed relative
to computed and conventionally measured results. This technique
is demonstrated for a simple flat plate flow here. The same tech-
nique is also applicable to more complex flows, although a more
time consuming set of experiments is required.

Existing Methods for Describing Heat Transfer Inde-
pendent of the TBC

The idea of using superposition to calculate heat transfer rates
is not a new one. Rubesin@1# showed that the heat transfer for any
arbitrary distribution of surface temperature could be calculated
by representing the surface temperature as a series of finite tem-
perature steps. Sellers et al.@2# developed a superposition solution
for the case of laminar flow in a tube. Reynolds@3# derived an
approximate integral analysis for calculating the heat transfer
from a step change in wall temperature after an unheated starting
length for a flat plate turbulent boundary layer. He used this so-
lution as a basis for calculating the heat transfer from any arbi-
trarily specified distribution of surface temperature. These tech-
niques are now incorporated in many textbooks, but they are not
applicable to complex flows.

Arvizu and Moffat@4# showed that superposition could be used
to describe the heat transfer in more complex electronics cooling
flows. Heat transfer was measured on an array of heated rectan-
gular elements. In order to account for upstream heating effects on
local element heat transfer they used the concept of the adiabatic
temperature rise,Tad , defined as the temperature rise which
would occur on a local adiabatic element due only to the effects of
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upstream heating. Anderson and Moffat@5# extended the concept
of Tad by introducing an adiabatic heat transfer coefficient,had ,
defined as

had5
q̇element9

Telement2Tad
(1)

They demonstrated thathad is independent of TBC’s. This de-
scription is well suited to electronic cooling flows and other cases
where isolated elements are heated.

Vick et al. @6# analytically determined Green’s functions for
laminar and slug flow in tubes and used them for numerical evalu-
ation of the heat transfer with arbitrarily varying boundary condi-
tions. Ramanathan and Ortega@7# used approximate Green’s func-
tions, determined by assuming uniform flow velocity, to solve
conjugate heat transfer problems in simplified electronics cooling
situations. They showed that such a representation allowed non-
iterative solutions to conjugate problems.

Hacker and Eaton@8,9# introduced the discrete Green’s func-
tion ~DGF! as a generalization of Anderson and Moffat’s work to
the case of a continuous heated surface. They developed a tran-
sient technique to measure the heat flux for a large number of
different surface temperature distributions in a separated flow
field. They then inferred the discrete Green’s function from the set
of experiments. They were able to demonstrate the validity of the
DGF method by using it to predict heat transfer in separated flows
with a wide variety of TBC’s. The complexity of this approach led
to relatively large uncertainties that will be partially remedied by
the more direct measurement technique described below.

The Discrete Green’s Function Formulation DGF
The general Green’s function approach is applicable to linear

differential equations where superposition can be applied. In the
case of convective heat transfer, the energy equation is linear
when the fluid velocity field and the fluid properties are indepen-
dent of the temperature field. This limits the applicability to rela-
tively small temperature differences. However, once a description
of the convective heat transfer has been quantified for the constant
properties case, it should be possible to correct it for variable
property effects as is commonly done using conventional descrip-
tions of the heat transfer. We introduce the DGF for the simple
case of an external flow with a constant free stream temperature.
Again, generalization of the technique should be possible al-
though we have not done a full analysis.

The DGF method is illustrated for a one-dimensional heat
transfer surface with an unheated starting length. Heating begins
at a distancex0 downstream of the start of the hydrodynamic
boundary layer and ends some distancex01L downstream. This
region is discretized inton strips, each of lengthl 5L/n in the
streamwise direction. The value ofl is chosen short enough to
adequately resolve the temperature distribution. The specified
temperature rise distribution is discretized in terms of a series of
square pulses in temperature, where the term pulse refers to spa-
tial rather than temporal extent. Each square pulse represents the
average temperature rise over each strip as shown in Fig. 1. The

resulting heat flux distribution is integrated over each strip to ob-
tain the discretized heat rate distribution,q̇i ~power/unit width!.

The Discrete Green’s Function,G, relates a specified discrete
temperature rise distribution to a resulting discrete heat rate dis-
tribution. It is defined as an array of elements for which the fol-
lowing relation may be written:

q̇i j 5gi j DTj , (2)

wheregi j is the element ofG which relates the average tempera-
ture rise on stripj to the resulting heat rate on stripi. In SI
notationgi j will have units of W/~m-K!.

The method of superposition allows the effect of each of then
square pulses in temperature rise to be considered individually.
The net effect on elementi is found by summing the contributions
from all n elements

q̇i5(
j 51

n

gi j DTj . (3)

The net effect of all the square pulses in temperature rise on the
total heat rate distribution can be written in terms of a matrix
multiplication

q̇5GDT, (4)

whereDT is a vector containing the discrete temperature rise at
each location andq̇ is a vector containing the resulting heat rates
at each location. In the most general case, each square pulse in
temperature rise will contribute to the resulting heat rate at alln
locations. Therefore,G will be an n3n array. For attached flows
where upstream heating effects can be considered negligible, a
square pulse in temperature rise will have no effect on the heat
rate at the upstream locations. In terms of the DGF notation this
means that all of the above-diagonal terms ofG, wherej , i , will
be zero. The diagonal elements ofG relate the local temperature
rise to the local heat rate and are thus equivalent to Anderson and
Moffat’s adiabatic heat transfer coefficient normalized by the
length of the strip

had5
gii

l
. (5)

The inverse Discrete Green’s Function,G21, relates a specified
heat rate distribution to a resulting temperature rise distribution. It
is an array of elements equal in dimension toG, where each
element is defined so that

DTi j 5gi j
21q̇ j . (6)Fig. 1 Discretization of the heat transfer surface

Fig. 2 Two-dimensional finite difference domain with discrete
Green’s function thermal boundary condition
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Using the method of superposition the total temperature rise re-
sponse can be written in terms of a matrix multiplication

DT5G21q̇. (7)

The formulation of the DGF makes it particularly useful for nu-
merical solution of conjugate heat transfer problems. The DGF
allows explicit solutions to the coupled problem as illustrated be-
low for a simple second order finite difference scheme. Figure 2
shows a typical discretization of a solid conduction problem with
a convective boundary condition on one surface. A DGF is used
with elements the same size as the surface elements. The energy
balance equation for element 1,j is then

2k
Dy

2

~T1,j 112T1,j !

Dx
2k

Dy

2

~T1,j 212T1,j !

Dx

5kDx
~T2,j2T1,j !

Dy
1(

p51

j

gj ,p~T`2T1,p!Dx. (8)

Writing a similar equation for each element results in a set of
linear algebraic equations that can be solved for the temperature
of each element.

Calculating G from GÀ1

In most flows, it is considerably simpler to measureG21 than
G. At first glance, it appears possible to obtainG through direct
matrix inversion of the knownG21 matrix. However, because the
Green’s function is discretized, this matrix inversion results in
non-physical oscillation of the off-diagonal elements ofG. To get
the correct behavior ofG, G21 must be measured at higher reso-
lution, then inverted. The resulting matrix is a high resolution
version ofG that contains non-physical oscillations. This matrix is
averaged in blocks to eliminate the oscillations and reduce the
matrix to the desired resolution.

To test this procedure, we used a pseudo data set produced
using the STAN7 boundary layer code~@10#! to mimic the experi-
ments. We considered the case of a flat-plate boundary layer with
an unheated starting length and the heated section discretized into
15 elements. A 15315 inverse Green’s function~calledG15

21! was
determined by fifteen separate runs of the code. In each run, one
element had a constant heat flux and all other elements were adia-
batic. Thus, the resulting temperature distribution~averaged over
the elements!represented one column ofG21. A high resolution
(90390) version ofG21 was found by averaging the same tem-
perature distributions over elements 1/6 the original size. This
gave 15 columns ofG90

21. The remaining 75 columns were filled
in by interpolation. A referenceG against which inverted forms of
G21 were compared was determined by 15 separate runs of

STAN7 in which a single element was held at an elevated tem-
perature and all other elements were held at the freestream tem-
perature. The resulting heat flux distribution was averaged over
the elements to findG.

Figure 3 shows the first column ofG determined by direct
calculations and by inversion ofG15

21. The matrix obtained by
inversion is calledGs f . The first element is omitted because it has
the same value in both cases and is much larger than the other
elements. The off-diagonals are all negative and decay monotoni-
cally as expected for the directly calculatedG. However, the ver-
sion obtained by invertingG15

21 shows non-monotonic behavior.
The relative error of the elements is plotted in Fig. 4. It is obvious
that the direct inversion produces large errors in the most impor-
tant off-diagonal components. A second estimate ofG was found
by inverting G90

21 then averaging the result over 636 blocks to
form a 15315 Green’s function. The relative error using this ap-
proach is also plotted in Fig. 4 showing much improved results.
The relative errors are larger for the far off-diagonals, but these
values are very small so have a relatively small effect on heat
transfer calculations.

Experimental Apparatus and Technique

Wind Tunnel. All experiments were run in a closed-loop
boundary layer wind tunnel with a 500 mm wide by 220 mm high
by 2.4 m long test section. The mean flow across the cross section
of the tunnel test section was uniform to within 1.4 percent.
Freestream turbulence levels were maintained below 0.1 percent
through the use of a converging nozzle with an 8:1 area ratio. The
top wall of the test section was flexible and was adjusted to ac-
commodate boundary layer growth and maintain a uniform static
pressure. A 2 mm high boundary layer trip was placed at the inlet
of the test section so that the boundary layer was turbulent from
the start of the test section. A complete description of the tunnel
can be found in Ames and Moffat@11#.

Two flowfields were investigated: a turbulent boundary layer
under a steady freestream and a turbulent boundary layer under a
turbulent freestream~referred to as steady freestream and high
turbulence, respectively!. In order to generate freestream turbu-
lence, the wind tunnel was fitted with a removable square-bar
grid, having an open area ratio of 69 percent, in series with a jet
grid.

For a mean freestream velocity of 10.5 m/s, freestream turbu-
lence intensities were 12 percent at 1.05 m downstream of the
boundary layer trip, and 7.5 percent at 1.85 m. Turbulence char-
acteristics and boundary layer parameters were measured using
single-wire and cross-wire anemometers. The mean velocity for
the high turbulence flowfield was uniform within64.0 percent,
and the streamwise and vertical RMS velocities were uniform
within 66.0 percent and62.0 percent, respectively, at a stream-
wise location of 1.05 m.

Fig. 3 Elements of first column of non-dimensionalized G be-
ginning with second element

Fig. 4 Relative error in elements of first column of non-
dimensionalized G
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Heat Transfer Surfaces
Two different TBC’s were employed in this investigation. First,

a uniform heat flux condition was used to generate baseline heat
transfer results. Second, a square pulse in heat flux on an other-
wise adiabatic surface was used to measure the elements of the
inverse DGF. A different heat transfer surface was used for each
TBC. The uniform heat flux TBC was generated using a guarded
constant-heat-flux surface developed by Ames and Moffat@11#.

The square pulse in heat flux was generated by passing a cur-
rent through a 0.0127 mm~half mil! stainless steel foil. This foil
was 2.54 cm long in the streamwise direction and 50 cm long in
the spanwise direction. The stainless foil was attached to a 0.0127
mm ~half mil! polyester film using a 0.0127 mm adhesive film.
The polyester film was mounted on top of a phenolic resin hon-
eycomb, which was secured in a foam core frame as shown in Fig.
5. The thermal conductivity of the polyester film was estimated to
be on the order of 0.1 W/m-K. The polyester film and phenolic
resin honeycomb provided a near adiabatic boundary condition
surrounding the heated foil, minimizing the pathway for lateral
conduction.

Temperatures were measured on the foil and adiabatic surface
using both thermochromic liquid crystals~TLC’s!, and thermo-
couples. TLC temperature measurements were obtained using the
calibration technique and imaging system described in detail by
Farina et al.@12#. TLC’s with a nominal activation range of 25°C
to 30°C were applied over black paint on a 30 mm wide strip
along the centerline of the test surface. The uncertainty in the
absolute temperature measurements were estimated to be60.4°C.
The emissivity of the TLC and black paint layer was measured to
be 0.91 using a Device and Services AE 657 emissometer. The
heat transfer surface was also instrumented with AWG 36
chromel-alumel~type K! thermocouples. The thermocouples were
placed at streamwise intervals of 2.54 cm. The uncertainty in the
thermocouple measurement was estimated at60.1°C. Both the
TLC’s and the thermocouples were located in the central one-third
of the heat transfer surface and were far enough away from the
ends of the foil so that there were no end effects.

Experimental Results

Baseline Results. Baseline boundary layer heat transfer data
were acquired using the constant heat flux surface and are shown
in Fig. 6. Numerical and analytical predictions for the low-
turbulence case are represented by the solid and dashed lines,
respectively. The data are plotted against momentum thickness
Reynolds number in order that a comparison with the high-
turbulence case may be made. In both cases heating began at the
samex location. For the low-turbulence case, the experimental
data were within 3 percent of the correlation of Reynolds and
within 7 percent of the STAN7 numerical prediction. The uncer-
tainty in the measurements was estimated to be approximately 5

percent considering the uncertainty in temperature and power
measurements and additional uncertainty caused by imperfect cor-
rections for back losses and radiation.

The Stanton number for the high freestream turbulence case
was approximately 100 percent higher than the low-turbulence
case at the most upstream measurement point, where the
freestream turbulence intensity was 35 percent. As the freestream
turbulence intensity decayed, the Stanton number relaxed back
towards the baseline value. At the downstream end, the freestream
turbulence intensity had decayed to 6 percent and the Stanton
number was augmented by 4 percent.

Short Heated Strip
Surface temperature data were acquired with the heated strip in

two positions,x51.37 m andx51.73 m. The strip heat flux was
500 W/m2 and the remainder of the surface was unheated. All
measurements were performed at a freestream velocity of 10.5
m/s. Figure 7 shows the measured surface temperature profiles for
the upstream position with both low and high freestream turbu-
lence. Agreement between the thermocouple and TLC measure-
ments was within 0.1 K. Also shown is the temperature distribu-
tion computed using the STAN7 code. The predicted temperature
profile had a higher peak value possibly due to lateral conduction
in the foil. No correction was made for lateral conduction since
the data were later averaged over the width of the strip to compute
the DGF. Measurements at the downstream position were very
similar and are not shown here.

Foil averaged St from the short heated strip and baseline St are
tabulated in Table 1. The average Stanton number measured on

Fig. 5 Apparatus: cross section of short heated strip

Fig. 6 Stanton number for uniform heat flux, steady
freestream and high freestream turbulence

Fig. 7 Temperature rise profile, x 0Ä1.75 m, ReÄ1.74Ã104
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the short heated strip for the low-turbulence case was 5 percent
higher than the STAN7 value. The estimated uncertainty of the
experimental data at this streamwise location was63 percent.
Comparing measurements at the samex-location, the ratio of the
high-turbulence St to the low-turbulence St was 1.3 for the base-
line data and 1.1 for the short strip data. This indicates that
freestream turbulence has a greater effect on the temperature-rise
downstream of the heated strip than on the heated strip itself. The
distinction between the effect of high-turbulence on local heat
transfer and its effect on the influence of the upstream TBC can be
more easily understood when the heat transfer from the short
heated strip is formulated in terms of an inverse DGF as shown
below.

Measurement of the Discrete Green’s Function

Measuring the Inverse One-Dimensional DGF. The intent
is to formulate a 15315 inverse discrete Green’s function (G21)
with the first element located atx51.37 m and an element length
of 25.4 mm. The discrete temperature profile atx51.37 m shown
in Fig. 8 represents the first column ofG21. To find the remaining
fourteen columns ofG21, it would be necessary, in principle, to
measure a complete temperature profile with the heated strip lo-
cated at each of the fourteen other positions. Instead, a second
temperature profile was measured only for the strip located at the
fifteenth position (x51.73 m). The temperature rise on the foil
strip increased only 2.8 percent for the low turbulence case as
compared to 1.4 percent for the high turbulence case. Thus, the
intermediate columns ofG21 were determined by linear interpo-
lation of the results measured at the first and fifteenth positions.
Experimental low and high-turbulenceG21 arrays were calcu-
lated in this manner. Figure 9 shows the off diagonal terms forj

.3 plotted on an expanded scale to emphasize the decay of the
thermal wake far downstream of the heated element. The tempera-
ture rise decays approximately 30 percent faster in the high tur-
bulence case indicating that the thermal energy from the heated
element was mixed outward more rapidly. This rapid decay of the
thermal wake means that the upstream thermal boundary condi-
tion has a smaller region of influence for high freestream turbu-
lence. The large increases in heat transfer coefficient observed in
high turbulence experiments on constant temperature or constant
heat flux surfaces are due mostly to the fact that the downstream
wall is not ‘‘shielded’’ as effectively by the thermal wake of the
upstream surface. The measuredG21 can be used to predict the
temperature-rise for any arbitrarily specified distribution of heat
flux. Figure 10 shows a comparison between the experimental
DGF prediction and STAN7 predictions for the case of a constant
heat flux boundary condition with an unheated starting length of
1.37 m. The experimental DGF prediction agrees with the STAN7
prediction within the uncertainty interval over the first half of the
heat transfer surface then falls slightly below further downstream.
Recall that the baseline experimental data also fell slightly below
STAN7 predictions.

Predicting Temperature With the One-Dimensional
DGF

The matrixG was computed fromG21, and then used to pre-
dict heat transfer for several specified temperature distributions.
Figure 11 shows the comparison between STAN7 and the experi-

Fig. 8 Comparison of low-turb temp profiles with heated strip
at first and last streamwise locations

Fig. 9 First column of G* À1 normalized by g 1,1

Fig. 10 Unheated starting length followed by a uniform heat
flux boundary condition: STAN7 and experimental discrete
Green’s function predictions

Table 1 Stanton number at two X locations for two thermal
boundary conditions, steady and turbulent freestreams
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mental DGF prediction for the case of an unheated starting length
followed by a uniform temperature boundary condition. Agree-
ment between the different predictions followed the same trends
as for the uniform heat flux case. The uncertainty intervals for the
unheated starting length prediction made usingG were approxi-
mately 50 percent larger at the downstream locations than those
for the prediction made usingG21. This is a result of the associ-
ated uncertainties being amplified by the matrix inversion.

Figure 12 shows a comparison for an unheated starting length
followed by a sinusoidal temperature distribution. DGF and
STAN7 predictions are compared against the experimental data of
Hacker and Eaton. The current experimental DGF predictions
have been scaled to match the experimental conditions of Hacker
and Eaton. No uncertainty interval was given for their data and it
is likely that the uncertainty was relatively large. In view of this,
the agreement between the experimental DGF prediction and the
data was relatively good, 17 percent at the peak value of heat flux.

The solid line in the plot represents a STAN7 prediction for the
exact experimental situation of Hacker and Eaton, where a con-
tinuous temperature distribution was used. Agreement between
the STAN7 prediction and the experimental DGF prediction was
within the uncertainty interval except at the minimum heat flux

where the relatively small absolute magnitude of the heat flux
resulted in differences which were large on a percentage basis.
Also plotted is the predicted heat flux based on the standard
unheated-starting-length correlation from Reynolds@3#. This cor-
relation was developed for the case of an unheated starting length
followed by a uniform temperature boundary condition. It is in-
cluded here to illustrate how errors can arise in heat flux predic-
tion when heat transfer correlations developed for uniform bound-
ary conditions are applied in situations where the boundary
condition is non-uniform. The correlation compared to the
STAN7 prediction underestimated the maximum heat flux by 26
percent while the experimental DGF prediction had only a 4 per-
cent deviation. The correlation also failed to predict the negative
heat transfer rate which occurs at the temperature minimum.

Conclusions
The preceding results show that the one-dimensional DGF ap-

proach is a practical and effective means for predicting heat trans-
fer in two-dimensional flows. A simple experiment yielded results
that were used to predict heat transfer within an uncertainty inter-
val of approximately 10 percent. The DGF predictions showed
good agreement with experimental data and the STAN7 boundary
layer code.

The DGF array was determined in terms ofG21 by measuring
temperature profiles with the short heated strip located at the first
and last streamwise locations and filling out the entire array by
interpolation. This approach worked well for a boundary layer
flow with an unheated starting length. However, in situations
where the flowfield changes more drastically over the streamwise
extent of the surface, such as in the case of a separated flow, it
would be necessary to make measurements at more streamwise
locations. This would require additional time for experiments but
would not cause any additional complexity.

This investigation also provided insight into the effects of high-
turbulence on boundary layer heat transfer. It was found that high-
turbulence had a more pronounced effect on the thermal wake of
the heated strip than on the strip averaged heat transfer. This
indicates that in real-world flows, where freestream turbulence is
often an important factor, this simplified approximate approach to
the DGF may be viable.

Nomenclature

G 5 discrete Green’s function matrix
G21 5 inverse discrete Green’s function matrix
G15

21 5 inverse Green’s function measured with 15 elements
Gs f 5 Green’s function calculated by inversion ofG15

21

gi j 5 element of discrete Green’s function matrix
h 5 heat transfer coefficient

had 5 adiabatic heat transfer coefficient
k 5 thermal conductivity

l ,L 5 streamwise length of Green’s function element
q̇i 5 heat transfer out of elementi

Re 5 Reynolds number
St 5 Stanton number

Ti j 5 temperature of element in finite difference scheme
T` 5 freestream temperature

x 5 streamwise coordinate
x0 5 position of start of heating
dU 5 enthalpy thickness
DT 5 vector of element temperatures

DTj 5 temperature of elementj
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Numerical investigations are presented for three-dimensional natural convection at low
Prandtl numbers (Pr) from 0 to 0.027 in rectangular enclosures with differentially heated
vertical walls. Computations are carried out for the enclosures with aspect ratios (length/
height) 2 and 4, and width ratios (width/height) ranging from 0.5 to 4.2. Dependence of
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Introduction
Since experiments of Hurle et al.@1#, the problem in natural

convection in low Prandtl number~Pr! fluids has attracted many
investigators, because of growing interest in the transport phe-
nomena in crystal growth processes~@2#!. In the processes from a
liquid phase, convective flow in the crystal melt affects the homo-
geneity and purity of crystals. It is well known that under certain
condition, convective oscillations appear in such low Prandtl
number fluids as the crystal melt. The oscillations frequently
cause undesirable structure of a growing crystal called as stria-
tions. Hurle et al.@1# observed thermal oscillations in a differen-
tially heated boat of liquid gallium experimentally. Hart@3# ana-
lyzed the stability of shallow flows~Hadley circulations! for an
infinitely long layer of low Prandtl number fluids. In actual crystal
growth processes, aspect ratiosAr(5 length/height) are finite, so
the oscillatory characteristics are different from those of their sta-
bility analyses.

Winters @4# carried out two-dimensional calculations for Pr
50 in an enclosure with finiteAr. Since then, extensive two-
dimensional numerical studies were performed as a benchmark
problem at GAMM Workshop@5# for low Prandtl number. Their
studies were mainly focused on an enclosure withAr54, and
fluids of Pr50 and 0.015. Several two-dimensional calculations
have still been tried for low Prandtl number fluids in enclosures
with rigid horizontal boundaries, or cavities with rigid lower
boundary and stress-free upper boundary~for example,@6–10#!.
Most of their two-dimensional numerical results show that the
flow evolves from unicellular to multicellular steady flow, and to
oscillatory convection as the Grashof number is increased. In
crystal growth processes or experiments, the width ratioWr
(5width/height) as well asAr are finite. Therefore, these two-
dimensional, numerical results may not represent the correct flow
configurations and instabilities. In fact, two-dimensional calcula-
tions could not predict the unicellular flow observed in
experiments~@11#!.

Viskanta et al.@12# performed three-dimensional steady calcu-
lations for Pr50.02 in rectangular enclosures withAr51 and
Wr51, and with a few combinations ofAr andWr. Their numeri-
cal results were preliminary because of using coarse finite-
difference meshes. They measured several temperature distribu-
tions of liquid gallium in the enclosures experimentally. They
show that for low Pr fluids three-dimensional effects develop not
only near the walls but also in the core of the enclosure, and
multiple longitudinal flows exist. However, they used the param-
eter range, Grashof number Gr.107, in which oscillatory convec-
tions have already developed~@13#!.

A small number of three-dimensional, time-dependent simula-
tions have been performed for low Pr fluids. Afrid and Zebib@14#
have obtained numerical results for a zero Pr fluid in an enclosure
with Ar54, andWr51 or 2. For both a rigid upper boundary and
a stress-free upper boundary they found the critical Grashof num-
ber Grc , at which the onset of oscillation occurs, and the fre-
quency of oscillation. They also found that the steady flow was a
unicellular structure, unlike the multicellular flow predicted by
two-dimensional simulations. However, three-dimensional struc-
ture of oscillatory convection is not clarified for low but finite Pr
fluids.

In this paper, we perform three-dimensional, time-dependent
numerical simulation of natural convection in enclosures with
rigid boundaries. ForAr52 and 4 we investigate the dependence
of the onset of oscillation and the flow structure onWr and Pr in
details, and compare the results with available experimental re-
sults. Then, the unsteady heat transfer characteristics in low Pr
fluids are clarified. This paper is the first of a series of papers on
such practical applications as heat transfer control for low Pr flu-
ids related to crystal growth.

Numerical Calculations

Governing Equations. Consider three-dimensional natural
convection of low Pr fluids in an enclosure of heightH, lengthL,
and widthW ~Fig. 1!. The vertical walls atx50 andL are main-
tained at uniform constant temperatures,Th andTc(,Th), respec-
tively. The other sidewalls are adiabatic. We define the coordinate
system as shown in Fig. 1. We consider the flow of a Newtonian
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fluid and assume that the fluid satisfies the Boussinesq approxi-
mation. According to Ostrach’s suggestion@15# for natural con-
vection of Gr1/2>1 and Pr<1, we introduceVr5(gbDTH)1/2 as
reference velocity, where Gr is the Grashof number, Pr the Prandtl
number,g the acceleration due to gravity,b the coefficient of
thermal expansion, andDT the temperature difference (5Th
2Tc).

The governing equations are the continuity equation, Navier-
Stokes equations, and energy equation. These equations can be
put into dimensionless forms by scaling length with the heightH,
velocity with Vr , pressure withrVr

2, temperature withDT, and
time with H/Vr5Gr21/2H2/n, wherer is density, andn is kine-
matic viscosity. The dimensionless temperature is defined asT
5(T* 2Tr)/DT with Tr5(Th1Tc)/2, where T* is fluid
temperature.

The governing equations can be written in the following dimen-
sionless forms:

¹•v50, (1)

]v

]t
1~v•¹!v52¹p1Tk1

1

Gr1/2 ¹2v, (2)

]T

]t
1~v•¹!T5

1

Pr Gr1/2 ¹2T, (3)

where t is the time,v5(u,v,w) are the velocity components in
the ~x,y,z!directions,p is the deviation from the hydrostatic pres-
sure,¹ is the gradient operator, andk is a unit vector along the
1z-axis.

The boundary conditions are

v50 at all boundaries, (4)

T50.5 at x50 and T520.5 at x5Ar, (5)

]T/]y50 at y50,Wr, (6)

]T/]z50 at z50,1. (7)

As the initial condition, a motionless and isothermal state is taken

v5T5p50 ~0,x,Ar,0,y,Wr,0,z,1! at t50.
(8)

Numerical Algorithm. The numerical technique used in the
present study is same as previous papers~@16,17#! based on the
finite difference method of Kawamura and Kuwahara@18#. If ve-
locity and temperature fields are known at a time stepnDt, then
the Poisson equation for the pressure, which is derived by taking
divergence of Eq.~2!, is solved by using the SOR iterative
scheme, subject to the appropriate boundary conditions. The Pois-
son equation is

¹2p52¹•~v•¹!v1
]T

]z
1R, (9)

where

R52
]D

]t
1

1

Gr1/2 ¹2D, D5¹•v. (10)

In the same manner as the MAC method, a correction termR is
retained to prevent the accumulation of numerical errors and is
discretized as

R52
Dn112Dn

Dt
1

1

Gr1/2 ¹2Dn115
Dn

Dt
, (11)

whereDn11 is set to zero to satisfy the equation of continuity~1!
at each time step.

Then, using the pressure obtained in this manner, the velocity
and temperature at the next time step (n11)Dt are computed
from discretized ones of Eqs.~2! and ~3!. The Euler implicit
scheme is used for time marching. The nonlinear terms in their
equations are linearized and approximated by means of a third-
order upwind scheme~@18#!. Such a higher order upwind scheme
for inertial terms may be required to simulate natural convection
of low Pr fluids, even if the Grashof number is not large enough
~@19#!. The spatial derivatives in the remaining terms are ex-
pressed in terms of the second-order central-differences. These
finite difference equations are solved by using the SOR method.

An orthogonal, nonuniform, and nonstaggered grid system is
used. One-dimensional transformations,x5x(j), y5y(h), z
5z(z), into the generalized coordinate system are introduced to
concentrate the grid points near the wall. Equations~2!, ~3!, and
~9! have been solved by applying the above transformations. For
example, thex-grid points have been determined as a function of
the equally divided coordinatej(0<j<1) as x50.5Ar$1
1tanha(2j21)/ tanha% with a stretching parametera.

The effects of the grid size and the stretching parameters on the
flow characteristics have been examined. According toWr, the
grid of 41325341 to 41391341 points is adopted forAr52,
and 101331341 to 101391341 points forAr54. The stretch-
ing parameters, typically~1.4, 1.2, 1.4!in the ~x,y,z!grid points,
are used so that the finest grid size near the walls is about two
times smaller than the one corresponding to a uniform grid. To
minimize errors occurring from discretization of time derivative in
the Euler scheme, the sufficiently small time incrementDt is re-

Table 1 Comparison of the average Nusselt numbers with those of other studies

Authors Grid

Nu

Ra5104 Ra5105 Ra5106 Ra5107

Present study 413 2.068 4.378 8.742 —
613 — 4.365 8.711 16.54
813 — 4.359 8.694 16.52

Haldenwang and Labrosse@20# — — — 8.61 16.12
Le Peutrec and Lauriat@21# 313 — 4.356 8.665 —

413 — — 8.657 16.40
Fusegi et al.@22# 623 2.100 4.361 8.770 —

Fig. 1 Geometry of the enclosure and coordinate system
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quired. The time increment has been tested in the range 0.0005–
0.002. In consideration of accuracy and computing cost,Dt
50.001 is generally used in the present computations.

Accuracy Assessment. The computation based on the above
algorithm was first tested for three-dimensional steady convection
of air in a square enclosure~Ar5Wr51, Pr50.71! at Rayleigh
numbers Ra~5Pr Gr!5105, 106, and 107. The average Nusselt
numbersNu were compared with the other results@20–22#. Local
Nusselt number is given as

Nu52Ar•
]T

]xU
x50

or 2Ar•
]T

]xU
x5Ar

(12)

on the hot wall or the cold wall, respectively. Therefore, the av-
erage Nusselt number was evaluated from

Nu5
1

Wr E0

1E
0

Wr

Nu dydz (13)

by numerical integration using Simpson’s rule. The first-order ap-
proximation to]T/]x was used at the boundary. Table 1 gives the
average Nusselt numbers obtained from steady solutions for some
grid points. The difference between the average Nusselt numbers
on the hot and the cold wall could not be found. Our results as
well as those of~@21#! show the results from stretching param-
eters, which obtain a reasonable compromise between accuracy
and computing cost for each grid. The maximum difference from
the result of~@20#! calculated using a spectrum method is 2.5
percent at Ra5107. The present results are in good agreement
with those of other authors obtained from finite difference
method.

Results and Discussion

Onset of Oscillation. All computations have been conducted
by starting with a fluid at rest. Generally, onset of oscillations
appears suddenly when Gr is slightly increased from steady flow
near the critical state. The value of Gr is taken as a critical one, at
which the amplitude of oscillation in dimensionless velocity~u, v,
or w! is larger than 0.01 in approximately steady oscillation. The
amplitude of temperature oscillation is usually smaller than that of
velocity. To check some values of Grc , we have also conducted
several computations by starting with steady solutions. The results
show no differences among them.

Figures 2~a!and ~b! show the dependence of critical Grashof
numbers Grc on the Prandtl numbers Pr forAr52 and 4, respec-
tively. In the caseAr52, the values of Grc for Wr50.5 and 1
slightly decrease as Pr is increased from zero to 0.005, and those
for Wr51 and 2 largely increase as Pr exceeds about 0.01 and
0.018, respectively. Similarly, as shown in Fig. 2~b!, in the case
Ar54, Grc for Wr51 largely increases as Pr exceeds about
0.008. In the caseAr54, we can compare the results for Pr50
with those of Afrid and Zebib@14#. Table 2 gives the critical
Grashof number and the nondimensional frequencyf of oscilla-
tions for Wr51 and 2. The Grashof number and the frequency
used by~@14#! are multiplied byAr and Gr21/2 to fit with our
notation, respectively. ForAr54 and Wr52, our results agree
with those of~@14#!, but forAr54 andWr51 they do not agree.
This discrepancy will be discussed later. The experimental results
for Pr50.026~@23,24#!are plotted in Fig. 2~b!. The experimental
results roughly agree with the numerical results.

Figure 3 shows the dependence of Grc on width ratiosWr for
Ar52 and 4 in cases Pr50.015 and 0.025. Some experimental
results of Kamotani and Sahraui@13# are plotted in Fig. 3. They
conducted experiments using rectangular enclosures filled with
mercury of Pr50.02. The numerical results are in good agreement
with their experimental results. In general, asWr is increased, Grc
decreases. However, every numerical result shows an existence of
a short range, in which values of Grc increase and decrease

abruptly along with increasingWr. It may be expected that tran-
sition of flow structure occurs in the vicinity of such a range of
Wr.

Structure of Oscillatory Flow. Figure 4 shows unsteady ve-
locity vectors and instantaneous streamlines at Grc in the case
Pr50 andAr54. Those forWr51 and 2 at a dimensionless time
t5300 are displayed in Figs. 4~a! and ~b!, respectively. Though
the instantaneous streamlines have no obvious physical meaning
for three-dimensional flows, they are effective to understand flow
state.

The upper in either Fig. 4~a! or ~b! corresponds to the result in
the y-z plane onx5Ar/2, and the lower in thex-z plane ony
5Wr/2. The arrow with figures outside an enclosure shows ref-
erence velocity scale. In general,u andw-velocities are an order
of magnitude larger thanv-velocity as shown in Figs. 4 and 5.
Therefore, the convective structures are roughly unicellular for
bothWr51 and 2, unlike the multicellular flow predicted by two-
dimensional studies. These results agree with the steady solutions
obtained by Afrid and Zebib@14#. However, they assumed that the
flow was symmetric with respect toy5Wr/2, and they calculated
the half region of the enclosures using second-order central dif-
ference scheme for spatial derivatives. The oscillatory flow at Grc
for Ar54 andWr52 is symmetric, but the one forAr54 and
Wr51 is asymmetric with respect toy5Wr/2 as shown in Fig. 4.
For Ar54 andWr51, the flow structure is characterized by lon-
gitudinal vortices~rolls!. To demonstrate this point, forAr54 and
Wr51, we carried out a few calculations by assuming flow sym-
metry with respect toy5Wr/2 and using a grid (101316341).
The result~Grc54.83105, f 50.051!roughly agrees with that of

Fig. 2 Critical Grashof number as a function of Prandtl num-
ber for „a… ArÄ2, and „b… ArÄ4
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~@14#! as shown in Table 2. Thus, the disagreement in Grc for
Wr51 may be attributed to this asymmetry. In the case Pr50, the
convective structures forAr52 are also unicellular except in the
vicinities of the corner, (x,z)5(0,0) and (Ar,1), where weak
cells appear.

Figure 5 shows velocity vectors and streamlines at several di-
mensionless timest for Ar54, Wr51.5, Pr50.025, and
Gr553105. The value of Gr is slightly higher than Grc . At t
5200 and 300, the convection is a two-cell structure with four
rolls but a unicellular flow att5400. The arrangement of rolls is
symmetric with respect toy5Wr/2 at t5200, but asymmetric at
t5300. At t5400, existence of rolls becomes obscure. In the case
Ar54, our calculations show that oscillatory flows at Gr slightly
higher than Grc are two-cell structures forWr<1.4, but are uni-
cellular for Wr>1.6 at any time. These results are different from
those for Pr50. In the caseAr52, such a two-cell structure could
be observed for Pr50.025 in the rangeWr<1. However, the
structure is limited to a narrow region around the center of width
(y'Wr/2). In the case Pr50.015, convective structures are uni-
cellular for anyWr except in the vicinities of the corner.

Figure 6 shows the time evolutions of theu-velocity and tem-
perature at a point~x50.3174,y50.2668,z50.5!under the same
condition as Fig. 5. Ast exceeds 100, small oscillation clearly
appears in velocity, but then att.300 it changes into oscillation
with double period and larger amplitude. This occurrence corre-
sponds to the change in flow structure of convection. The abrupt
change in Grc with Wr as shown in Fig. 3 may be attributed to
such a change. Time sequence of these oscillatory patterns att
.400 is shown in Fig. 7 over roughly half a period. This figure
demonstrates that two rolls exist and their senses of rotation re-
verse in half a period.

Figure 8 shows velocity vectors and instantaneous streamlines
in the y-z plane onx5Ar/2 at t5400 for Ar52, Pr50.025. Fig-
ures 8~a!–~c! correspond to those forWr52.3, 2.4, and 2.5, re-
spectively. The value of Gr is slightly higher than each critical
value. Obvious four rolls appear in Fig. 8~a! and three rolls in Fig.
8~b!, but no rolls appear in Fig. 8~c!. ForWr.2.5, such obvious
rolls have not been found except in the neighborhood of corners
of an enclosure. As mentioned above, in the caseAr52, flows for

Wr.1 are unicellular. Therefore, forAr52, abrupt changes in
Grc with Wr may be attributed to behaviors of rolls.

Heat Transfer. It is important in crystal growth processes to
understand the effect of oscillatory convection on heat transfer
rate. Figure 9 shows an example of local Nusselt numbers Nu on
the cold wall for Pr50.025. A steady profile forAr52, Wr51,
and Gr523106 at t5300 is displayed in Fig. 9~a!. The value of
Gr is lower than the critical value. It is noted that three peaks
appear in the profile. On the other hand, forAr54, Wr52, and
Gr533105, the Nusselt numbers are oscillatory as shown in Fig.
9~b!. Only a peak appears in their profiles~Fig. 9~a!!, and its
position fluctuates in they-direction, periodically. The phase dif-
ference in position of the peak in Nu is about 180 deg between the
hot and the cold wall.

Figure 10 shows the average Nusselt numbersNu as a function
of Gr for Pr50.015 and 0.025. Figures 10~a! and ~b! correspond
to time-averaged and root-mean-squared~rms! values ofNu, re-
spectively. In the region that Gr exceeds Grc , their values are
evaluated after approximately steady oscillations inNu have

Table 2 Comparison of the critical Grashof numbers and the frequency of oscillation for Pr Ä0
with those of Afrid and Zebib †14‡

Ar54, Wr51 Ar54, Wr52

Authors Grid Grc f Grid Grc f

Present study 101331341 2.353105 0.060 101351341 1.183105 0.102
Afrid and Zebib@14# 62317332 5.03105 0.055 42322332 1.23105 0.106

Fig. 3 Critical Grashof number as a function of width ratio Wr
for PrÄ 0.015 and 0.025

Fig. 4 Velocity vectors and instantaneous streamlines at criti-
cal Grashof number for Pr Ä0 in enclosures with „a… ArÄ4,
WrÄ1, and „b… ArÄ4, WrÄ2 at tÄ300. The upper is those at
xÄ2 in the y -z plane, and the lower is at yÄWr Õ2 in the x -z
plane.
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reached. The results forAr52 show that the average Nusselt
numbers for Pr50.025 are about 30 percent higher than those for
Pr50.015 at Gr>33105 ~Fig. 10~a!!. The ratio of the rms value of
Nu to the time-averaged value reaches about 3.6 percent at
Gr523106 for Ar54 andWr52 ~Fig. 10~b!!. There, amplitude
of Nu is about 5 percent of the time-averaged value. The result for
Pr50.025 withAr52 andWr51 show that amplitude of oscil-
lations takes the large peak value in a narrow region around

Fig. 5 Velocity vectors and instantaneous streamlines at Gr
Ä5Ã105 for PrÄ 0.025 in an enclosure with ArÄ4, WrÄ1.5 at
„a… tÄ200, „b… 300, and „c… 400. The upper is those at xÄ2 in the
y -z plane, and the lower is at yÄWr Õ2 in the x -z plane.

Fig. 6 Time evolutions of the u -velocity and temperature at a
point „x ,y ,z…Ä„0.3174,0.2668,0.5… at GrÄ 5Ã105 for PrÄ 0.025
in an enclosure with ArÄ4, WrÄ1.5

Fig. 7 Time sequence of velocity vectors and instantaneous
streamlines at Gr Ä5Ã105 for PrÄ 0.025 in an enclosure with
ArÄ4, WrÄ1.5

Fig. 8 Velocity vectors and instantaneous streamlines in the
y -z plane on xÄ1 at tÄ400 for ArÄ2, PrÄ0.025. „a… WrÄ2.3;
„b… 2.4; „c… 2.5.
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Gr553106. A variation in Wr has little effect on the average
Nusselt number. The average Nusselt number is sensitive to Gr
for Ar54 thanAr52.

Summary
In this paper, three-dimensional, time-dependent numerical

simulation has been performed on natural convection in rectangu-
lar enclosures filled with low Prandtl number~Pr! fluids. Calcula-
tions are carried out for the enclosures with aspect ratios~Ar! 2
and 4, and width ratios~Wr! ranging from 0.5 to 4.2.

In cases (Ar,Wr)5(2,1), ~2,2! and ~4,1!, the critical Grashof
number (Grc) at which the onset of oscillation occurs largely
depends on Pr. The numerical results for Grc agree with available
experimental results. The flow structure is characterized by cellu-
lar pattern and weak longitudinal vortices~rolls!. As Wr is in-
creased, Grc decreases except in a short range ofWr. In such a
range an abrupt change in Grc occurs. This is attributed to such a
change of flow structure as transition from two-cell to unicellular
pattern, or to variation in the arrangement of rolls. In cases Pr50
and 0.015, the convective structures at Grc are unicellular in gen-
eral. In the case Pr50.025, however, oscillatory two-cell patterns
are observed in the rangeWr<1 for Ar52, or Wr<1.4 for Ar
54. The flow structures are unicellular for other range ofWr.

The oscillatory convection has significant effect on heat transfer
rate. The average Nusselt number that is space-averaged is oscil-
latory. ForAr54, oscillations make an about 10 percent differ-
ence among the average Nusselt numbers.
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Nomenclature

Ar 5 aspect ratio5L/H
H 5 height of enclosure
L 5 length of enclosure

Nu 5 average Nusselt number
Gr 5 Grashof number5gbH3DT/n2

Tc 5 temperature at cold wall
Th 5 temperature at hot wall
W 5 width of enclosure

Wr 5 width ratio5W/H
b 5 volumetric expansion coefficient

DT 5 temperature difference5Th2Tc
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Visualization and Prediction of
Natural Convection of Water Near
Its Density Maximum in a Tall
Rectangular Enclosure at High
Rayleigh Numbers
An experimental and numerical investigation is presented concerning the natural convec-
tion of water near its maximum-density in a differentially heated rectangular enclosure at
high Rayleigh numbers, in which an oscillatory convection regime may arise. The water
in a tall enclosure of Ay58 is initially at rest and at a uniform temperature below 4°C
and then the temperature of the hot vertical wall is suddenly raised and kept at a uniform
temperature above 4°C. The cold vertical wall is maintained at a constant uniform tem-
perature equal to that of the initial temperature of the water. The top and bottom walls
are insulated. Using thermally sensitive liquid crystal particles as tracers, flow and tem-
perature fields of a temporally oscillatory convection was documented experimentally for
RaW53.4543105 with the density inversion parameterum50.5. The oscillatory convec-
tion features a cyclic sequence of onset at the lower quarter-height region, growth, and
decay of the upward-drifting secondary vortices within counter-rotating bicellular flows
in the enclosure. Two and three-dimensional numerical simulations corresponding to the
visualization experiments are undertaken. Comparison of experimental with numerical
results reveals that two-dimensional numerical simulation captures the main features of
the observed convection flow.@DOI: 10.1115/1.1336511#

Keywords: Density Inversion, Enclosure Flows, Heat Transfer, Natural Convection,
Unsteady

Introduction

The present study deals with the natural convection of water
near its density maximum~cold water! in a vertical rectangular
enclosure of high height/width aspect ratio as depicted in Fig. 1.
Cold water is characterized by an anomalous density-temperature
relationship, the so-called density inversion phenomenon, having
its maximum density at about 4°C at sea-level atmospheric pres-
sure. Natural convection of cold water commonly arises in the
environment and in technology@1#. The natural convection of cold
water is of fundamental interest, as well as having practical rel-
evance in the study of numerous natural systems and in technical
applications. Thus, a number of studies have been made of steady-
state natural convection of cold water in vertical rectangular en-
closures, representative works being given in Refs.@2–6#. How-
ever, there are relatively few previous papers@7–11# regarding
transient natural convection of cold water in vertical rectangular
enclosures.

Among the existing works concerning either steady state or
transient natural convection of cold water in enclosures, only a
few have considered Rayleigh numbers (RaH) above 106. Lank-
ford and Bejan@12# studied steady state natural convection of cold
water in a vertical rectangular enclosure of a 5.05 height/width
ratio with Rayleigh numbers from 108;1011. A mixed thermal
boundary condition of constant heat flux and isothermal tempera-
ture below 4°C was used for the thermally active walls of the
enclosure. Ivey and Hamblin@13#, on the other hand, presented an
experimental study of natural convection in a differentially heated

shallow rectangular enclosure with aspect ratios of 0.1 to 0.5, and
Rayleigh numbers from 105 to 108. They demonstrated through
dye-injection flow visualization that the interior sinking jet-like
flow structure along the maximum density contour of cold water
in the shallow enclosures was unstable for RaH.107. This is
similar to the findings reported by Lankford and Bejan@12# for a
tall vertical enclosure. In a finite-element simulation, Nishimura
et al. @14# attempted to predict the occurrence of unstable natural
convection of cold water in a vertical rectangular enclosure of
aspect ratio 1.25 at Rayleigh numbers of 105;108. Their simula-
tions, however, predicted stable buoyant flow and temperature
fields, even at the high Rayleigh numbers in which unstable con-
vection may be expected to arise. In a recent experimental study,
Nishimura et al.@15# examined the effect of initial temperature on
the inception of oscillatory natural convection of cold water in a
vertical enclosure of aspect ratio 1.25. The vertical walls of the
enclosure were maintained isothermal at 8°C and 0°C, respec-
tively, while the others were insulated. With an initial water tem-
perature at 4°C, an unstable buoyant flow in the enclosure was
observed for RaH.93106, featuring an oscillatory sinking jet-
like flow structure. At initial temperatures other than 4°C, how-
ever, no oscillatory flow was detected experimentally. In their
corresponding finite-element simulations, only partial agreement
was found in comparison with the experimental results. More re-
cently, motivated by the related problem of natural-convection-
dominated melting of ice in a rectangular enclosure, the present
authors presented a two-dimensional numerical study@16# con-
cerning the inception of oscillatory natural convection of cold
water in a vertical enclosure of high aspect ratio (Ay58). Selec-
tion of a tall water-filled enclosure was intended to simulate the
early stages of the ice-melting process in a rectangular enclosure,
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during which water occupies a narrow vertical region. With incre-
mental increase in the Rayleigh number, transition to a self-
sustained oscillatory convection regime through aHopf bifurca-
tion was predicted, featuring an oscillatory multicellular structure
within counter-rotating bicellular flow regions. The maximum wa-
ter density contour exhibited, accordingly, a traveling wave mo-
tion. The transitional instability into oscillatory convection was
demonstrated to be buoyancy-driven.

The present study represents our continuing research efforts
concerning natural convection of cold water in vertical enclosures.
It focuses primarily on experimental documentation of buoyancy-
driven flow and temperature fields at the high Rayleigh numbers
in which oscillatory convection was predicted in our previous nu-
merical study@16#. To this end, visualization experiments of both
temperature and flow fields were conducted to unravel the tran-
sient development of buoyancy-driven convection in a cold-water-
filled enclosure with a height/width ratio of eight. Supplemental to
the experiments, corresponding two and three-dimensional nu-
merical simulations were also undertaken for comparison.

Temperature and Flow Visualization Experiments
The experiments were performed in a rectangular test cell of the

same height/width aspect ratio considered in our previous numeri-
cal study@16#. The inner dimensions of the test cell are 3 cm in
width, 24 cm in height, and 7 cm in depth. The hot and cold
vertical walls of the test cell were constructed of aluminum plates,
within which a thermally regulated fluid~a mixture of water and
ethanol! is circulated through milled channels. The thermally
regulated fluid was supplied by constant-temperature bath. The
horizontal ~top and bottom!walls of the enclosure were con-
structed of acrylic plates. For optical observation of the flow and
temperature fields, a double-pane window made of 5-mm-thick
glass plates with a 1-cm gap between the panes was constructed
for the front and rear walls of the test cell. The 1-cm gap was
filled with nitrogen gas to prevent moisture condensation and to
provide good thermal insulation for the test cell. The test cell was
covered with 12-cm-thick Styrofoam insulation and housed inside
a temperature-controlled cold chamber.

Surface temperature measurements at the hot and cold vertical
walls were made by seven copper-constant thermocouples embed-
ded in the aluminum plates. Surface temperature variations on the
hot and cold walls were found to be less than 0.2°C both vertically
and horizontally. In addition, a thermocouple placed in a stainless
tube with an outer diameter of 1.5 mm was inserted from the
ceiling of the test cell to monitor the temperature variation at the
geometrically central point of the enclosure. The thermocouples
were calibrated and the uncertainty in temperature was estimated
as 0.1°C. In the temperature range encountered in this study, the
uncertainty in estimating the temperature-difference across the en-

closure (DT) is 7 percent. In the present work, the following
density-temperature correlation proposed by Gebhart and Mollen-
dorf @17# was employed for evaluating the density of the cold
water

r5rm~12rspuT2Tmub!, (1)

where rm5999.9720 kg/m3, rsp59.29717331026(°C)2b, b
51.894816, andTm54.029325°C. The uncertainties in estimat-
ing the Rayleigh number, the Prandtl number, and the dimension-
less time-period are 18 percent, 0.1 percent, and 5 percent,
respectively.

Distilled water was used in all tests. All experiments were ini-
tiated from cold start; namely, water was initially at rest and at a
uniform temperature equal to that of the cold wall of the enclosure
(Ti5Tc). To this end, before the test run the hot and cold walls of
the test cell were connected to two constant temperature baths
setting at the initial temperature of the waterTi . The water within
the test cell was then given sufficient time to reach thermal equi-
librium with the temperature of thermally active walls. A test run
was initiated by switching the connection of the left vertical~hot!
wall of the enclosure to another constant temperature bath, which
was already tuned to a selected temperatureTh higher than the
initial temperature of the water.

Temporal variation of the water temperature in the test cell was
made visible by using encapsulated thermochromic liquid crystal
~TCL! particles~type BM/R3C2W/S-33, Hallcrest, Inc., USA! as
the temperature tracer. The liquid crystal particles in water have a
specific gravity of 1.028. For vivid visualization of the maximum-
density temperature range of cold water, the TCL particles were
selected to be visible over a temperature range of 3;5°C. A
concentration of 0.02 percent in weight of TCL particles was
added into and premixed with the water in the test cell before each
test run started. The TCL particles were illuminated, during the
test runs, by a pair of fluorescent lamps located symmetrically in
front of the test cell. A Nikon F-4 camera using a typical exposure
time of 1 sec was used to record photographically the color pat-
terns of temperature field in the test cell.

Flow visualization experiments were performed separately us-
ing another type of TCL particle~BM/R0C1W/S-33! as the flow
tracer. The cross-sectional view of the transient buoyancy-driven
flow structure in the test cell was visualized via a He-Ne laser
light sheet and recorded photographically on black and white
films with exposure times ranging from 20 to 60 sec.

Numerical Simulations
Numerical simulations were undertaken to predict the transient

natural convection of cold water in the physical configuration of
Fig. 1 under the cold-start conditions considered in the experi-
ments. Initially, water inside the rectangular enclosure is at rest
and at a uniform temperature ofTi . At time t50 the left-hand
vertical wall is instantaneously heated and thereafter maintained at
a constant isothermal temperatureTh , while the right-hand verti-
cal wall remains isothermal at the initial temperature (Tc5Ti).
The remaining sidewalls of the enclosure are taken as adiabatic.

The physical properties of water, except for the density in the
buoyancy force terms, are assumed constant. The governing equa-

Fig. 1 Schematic diagram of the physical configuration and
coordinate systems

Table 1 Summary of experimental conditions „A yÄ8, A z
Ä2.333…
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tions for the two- and three-dimensional transient natural convec-
tion in the cold-water-filled enclosure are expressed by means of
the stream-function-vorticity formulation and the pseudovorticity-
velocity formulation@18#, respectively. The mathematical formu-
lation as well as the numerical methods adopted for the two-

dimensional simulations follows essentially those detailed in our
previous work@16#. For the three-dimensional simulations, the
normalized governing equations in terms of the pseudovorticity
vectorṽ, velocity vectorV and temperatureu can be expressed as
follows:

Fig. 2 Photographs of the transient evolution of the flow structre „upper… and temperature field „lower… at „a… FoÄ0.023 „t
Ä2 min and 30 sec …, „b… FoÄ0.054 „tÄ6 min …, „c… FoÄ0.077 „tÄ8 min and 30 sec …, and „d… FoÄ0.127 „tÄ14 min… for umÄ0.5,
RaWÄ3.454Ã105
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]V

]Fo
1¹3~ṽ1Pr¹3V!50 (2)

¹2ṽ5¹3@V3 ~¹3V!#1Pr RaW¹3~ uu2umubêg! (3)

]u

]Fo
1V•¹u5¹2u. (4)

The initial and boundary conditions of the present simulation are

Fo50; V5 ṽ50,u50 (5)

Fo.0;

x50; V5 0,u51 (6a)

Fig. 3 Two-dimensional prediction of transient streamlines „upper… and isotherms „lower… in the
cold-water-filled enclosure for umÄ0.5, RaWÄ3.454Ã105
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x51; V5 0,u50 (6b)

y50 or Ay ; V5 0,]u/]y50 (6c)

z50 or Az ; V5 0,]u/]z50 (6d)

The boundary conditions for the pseudovorticity on the sidewalls
of the enclosure, as shown in Ref.@18#, can be evaluated explicitly
from the wall vorticity.

The foregoing formulation reveals that the relevant dimension-
less parameters for the three-dimensional natural convection in the
cold-water-filled enclosure include: the Rayleigh number,RaW ;
the Prandtl number, Pr; the density inversion parameter,um ; the
height/width ratio,Ay ; and the depth/width ratio,Az . In the
present work, the height/width ratio of the enclosure,Ay , was
fixed at eight. Due to the constraints on the available computing
resources and times, the actual value of the depth/width ratio of

Fig. 4 Three-dimensional prediction of transient cross-sectional „x -y midplane… flow „upper… and
temperature „lower… fields in the cold-water-filled enclosure for umÄ0.5, RaWÄ3.454Ã105 with A z
Ä2
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the enclosure in the experiment (Az52.333) was not considered
in the numerical simulations. Instead, two values of the depth/
width ratio, Az51 and 2, were considered to reflect possible ef-
fects of the lateral~front and rear!vertical walls on transient con-
vection in the enclosure. Furthermore, the two-dimensional
simulations may be viewed as the three-dimensional simulations
with Az5`.

The above differential equations along with the initial/boundary
conditions were solved by a finite difference method. The differ-
ential equations were discretized spatially using a second-order
central difference approximation for the diffusion terms and the
QUICK scheme@19# for the advection terms. A non-uniform grid
in the x-direction was constructed for effectively capturing the
steep gradients along the thermally active walls of the enclosure,
while uniform grids were used in bothy and z-directions. The
time-dependent velocity and temperature Eqs.~2! and ~4! were
integrated in time using an explicit approximation with second-
order accuracy.

The explicit simulation used in this study starts with solving
Eqs. ~2! and ~4! for the velocity and temperature fields, respec-
tively, based on the initial condition of stagnant flow and uniform
temperature fields in the enclosure. A time step of 531026 was
found sufficiently small for the present simulations. At each time
step, the discretized pseudovorticity Eq.~3! is calculated itera-
tively by a successive relaxation method until a relative conver-
gence criterion of less than 53107 is met. The transient solution
is considered asymptotically approaching the steady state condi-
tion if the relative convergence criteria of 1027 and 531027 are,
respectively, satisfied for the solutions of temperature and veloc-
ity. The relative convergence criterion adopted is of the form:

ufm112fmumax

ufm11umax
,«f , (7)

wherem denotes the iteration number or the time level of the field
variable of interestf.

Throughout the present simulations, double-precision arith-
metic was incorporated to achieve high solution accuracy. Based
on a grid-size variation study, a grid of 373201331(x3y3z)
was found sufficiently fine for the three-dimensional simulations.
CPU times required for a three-dimensional calculation on an
IBM SP2 workstation range from 290 to 400 h, depending on the
Rayleigh number and the occurrence of the oscillatory convection.

The accuracy of the present three-dimensional code was vali-
dated against the reported solutions for steady state natural con-
vection in an air-filled cubical enclosure@20,21#. The calculated
results of isotherms and velocity distributions in the cubical en-
closure for Ra5104– 106 were found to agree well with those
obtained in Refs.@20–21#. The maximum difference in the
surface-averaged Nusselt number was less than one percent.

Results and Comparisons
The conditions for the various visualization experiments per-

formed here are summarized in Table 1. Cold and hot vertical
walls of the enclosure were maintained at temperatures, respec-
tively, lower and higher than the maximum-density temperature of
waterTm , leading to two values of the density inversion param-
eter,um50.4 and 0.5. The temperature difference across the cold-
water-filled enclosure,DT(5Th2Tc), was purposely selected to
yield the Rayleigh numbers in which oscillatory convection was
predicted to arise in our previous numerical study@16#. It should
be noted that in Ref.@16# the calculations at the higher Rayleigh
numbers were initiated from the numerical results of the lower
Rayleigh numbers, instead of the initial cold-start condition con-
sidered here. For the four test conditions listed in Table 1, the
temperature and flow visualization experiments were performed
separately. Corresponding to these experimental conditions, two
and three-dimensional numerical simulations were conducted for
comparison.

Transient Convection Development. The transient evolution
of the buoyancy-driven flow structure and temperature fields ob-
served experimentally in the cold-water-filled enclosure is typified
by the sequence of photographs shown in Fig. 2 forum50.5,
RaW53.4543105. During the early stage, the buoyancy-driven
flow in the enclosure is, as can be expected, dominated by a coun-
terclockwise circulation flow. AtFo50.023 ~t52 min and 30
sec!a secondary clockwise eddy confined roughly by the maxi-
mum density contour arises at the bottom left corner of the enclo-
sure as shown in Fig. 2~a!. As the isothermal heating continues at
the hot wall, the sequence of photographs in Figs. 2~b!–~d! re-
veals that the clockwise circulation flow structure proceeds to
strengthen and to grow with the vortex center moving upward,
while the counter-clockwise circulation becomes gradually sup-
pressed. Closer examination of Fig. 2 reveals a vortex-splitting
phenomenon occurring within the counter-rotating double-
circulation structure in the enclosure. Meanwhile, from the color
patterns of the transient temperature field in Fig. 2, it is evident
that the maximum density contour of water exhibits an upward
traveling wave movement during its transverse penetration pro-
cess into enclosure core.

For comparison, Figures 3 and 4 present, respectively, the tran-
sient development of the flow and temperature fields predicted by
the corresponding two- and three-dimensional simulations to the
condition of Fig. 2. In the contour plots of the isotherms, the
maximum density contour of the water is denoted by a dashed
line. The contour plots were drawn with an equal increment be-
tween the maximum and minimum values within the entire enclo-
sure. Furthermore, the velocity vector plots were scaled with the
maximum velocity in the cross-section of interest. Comparison of
the predicted~Figs. 3 and 4!and observed~Fig. 2! results indi-
cates that the predicted transient development of the buoyancy-
driven flow and temperature fields in the enclosure by the two and
three-dimensional simulations are in good agreement with the ex-
perimental visualization. In particular, the predicted traveling
wave movement of the maximum density contour of water asso-
ciated with the vortex-splitting process throughout the develop-
ment of the clockwise circulation structure agrees well with the
experimental observation shown in Fig. 2. Further scrutiny of the
predicted flow patterns in Figs. 3 and 4 reveals that in comparison
with the two-dimensional results, the transient development of the
clockwise circulation structure in the three-dimensional simula-
tion proceeds rather slowly. This may be due to the effects asso-
ciated with the presence of lateral~front and rear!walls in the
three-dimensional configuration. With a lower depth/width ratio
of Az51, the corresponding three-dimensional simulation~not
shown here!reveals a similar transient development to that dis-
played in Fig. 4 forAz52 but at a somewhat slower pace.

Convection Regimes. As summarized in Table 2, the tran-
sient flow and temperature fields were observed to approach a
steady state for all the test conditions with the exception ofum

50.5 and RaW53.4543105, under which a self-sustained tempo-
rally oscillatory convection regime was detected. Figure 5 dis-
plays a timed sequence of visualization photographs of the flow
and temperature fields taken over one period of the oscillatory

Table 2 Summary of buoyancy-driven flow regimes in the
cold-water enclosure
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Fig. 5 Photographs of the flow structure „upper… and temperature field „lower… of the
oscillatory convection in the cold-water-filled enclosure at umÄ0.5, RaWÄ3.454Ã105
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Fig. 6 Predicted cyclic flow „upper… and temperature „lower… fields of the oscillatory
convection in the cold-water-filled enclosure by the two-dimensional numerical
simulation at umÄ0.5, RaWÄ3.454Ã105
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convection atum50.5 and RaW53.4543105. A cyclic sequence
of onset at the lower-quarter-height region, growth, and then de-
cay can be vividly observed for the upward drifting secondary
vortices within the counter-rotating double circulation regions.
Accordingly, as shown in the temperature-visualization photo-
graphs of Fig. 5, an upward-traveling wave movement of the
maximum density contour through the core region of the enclo-
sure can be discerned. The upward traveling wave motion of the
maximum density contour was observed to sway at a time period
of about 60 sec~or a dimensionless period ofP50.0091!, which
is greatly shorter than the oscillation periods observed by Nish-
imura et al. @15# for an enclosure of height/width aspect ratio
1.25.

Also included in Table 2 are the convection regimes predicted
by the corresponding numerical simulations to the visualization
experiments. As indicated in Table 2, contradictory results were
obtained from the corresponding two and three-dimensional simu-
lations to the case ofum50.5 and RaW53.4543105. By the cor-
responding two-dimensional numerical simulation, a self-
sustained oscillatory convection regime was indeed predicted to
arise, as depicted by the cyclic sequence of streamlines and iso-
therms in Fig. 6. The predicted main features of the upward-
drifting multicellular structure along with the wavy maximum
density contour agree well with the experimental observations of
Fig. 5. Moreover, the predicted period of the swaying motion of
the maximum density contour is 59.3 sec, also in excellent agree-
ment with the measured data. In contrast, the corresponding three-
dimensional simulations for both values ofAz predicted an as-
ymptotically steady-state convection regime. Figure 7 illustrates
the steady-state cross-sectional velocity and temperature fields in
the enclosure predicted by the three-dimensional simulation for
Az52. A bicellular flow structure can be seen to prevail in thex-y

Fig. 7 Steady state cross-sectional „x -y midplane… „ a… flow
and „b… temperature fields predicted by the three-dimensional
numerical simulation at umÄ0.5, RaWÄ3.454Ã105 with A zÄ2

Fig. 8 Comparison of the steady state flow patterns „upper…
and temperature fields „lower… among „a… visualization experi-
ment, „b… three-dimensional „A zÄ2…, and „c… two-dimensional
simulations at umÄ0.5, RaWÄ5.957Ã105
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mid-plane of the enclosure, featuring a wavy jet-like maximum-
density flow sinking from the mid-ceiling. The waviness of the
sinking maximum-density flow gradually diminishes as it de-
scends to the central core of the enclosure. The disparity between
the two- and three-dimensional simulations may be attributed pri-
marily to the viscous dissipation effect associated with the pres-
ence of the lateral~front and rear!vertical walls in the three-
dimensional configuration@22#.

With further increase of the Rayleigh number to RaW55.957
3105 underum50.5, a reverse transition to steady-state convec-
tion regime was found both experimentally and numerically. Fig-
ure 8 compares experimental and numerical results of the steady
state flow and temperature fields for RaW55.9573105 with um
50.5. The experimental results agree closely with the predicted
flow structure and temperature distribution from the three-
dimensional simulation, featuring a bicellular flow structure de-
marcated by a descending maximum-density stream from a point
of the ceiling closer to the cold wall. By contrast, the two-
dimensional prediction shows a different bicellular flow structure
such that the maximum-density stream emerges from a point of
the ceiling very close to the hot wall. Such a disparity between the
three and two-dimensional simulations further reflects the lateral
wall effect of the enclosure on the buoyancy-driven convection of
cold water.

Next, atum50.4, steady-state convection was found from both
experiment and simulations at RaW52.5223105. Comparison of
numerical and experimental results of flow and temperature fields,
as illustrated in Fig. 9, reveals very good agreement between ex-
periment and predictions from three or two-dimensional simula-
tions. As indicated in the visualization photographs, a counter-
rotating bicellular flow dominated by clockwise circulation
prevails, with a sinking maximum density jet emanating from the
upper part of the cold wall. The clockwise circulation in the top
region stretches downward along the hot wall through a narrow
region shaped like and referred to hereafter as a bottleneck region.
Around the bottleneck region, waviness of the thermal boundary
layer along the hot wall can be discerned. Further increase of the
Rayleigh number at RaW55.4373105 under um50.4, both the
visualization experiments and three-dimensional simulation pro-
duce steady-state convection flow and temperature fields~not
shown! similar to those displayed in Fig. 9 for RaW52.522
3105. By contrast, with the absence of the damping effect of the
lateral vertical walls, the corresponding two-dimensional simula-
tion at RaW55.4373105 yields a convection regime of self-
sustained periodic oscillation, as illustrated in Fig. 10. This ap-
pears similar to what was predicted in the earlier study@16#. A
cyclic sequence of splitting and merging of the upward-drifting
secondary vortices evolves within the counter-rotating bicellular
structure. A traveling wave motion of the maximum density jet-
like flow arises as it turns through the bottleneck region into the
enclosure core.

Additionally, the foregoing disparities among the experimental
observations and numerical predictions may be associated with
the assumption of constant properties in the mathematical model.
In fact, the temperature difference imposed across the enclosure in
the experiments has appreciable and differential effects on the
thermophysical properties of water, particularly the viscosity.

Finally, in Table 3, comparison is made for the measured re-
sults of the steady-state or periodically-mean water temperature,
(Tcenter)ss or (Tcenter)mean, at the central point of the enclosure,
with the corresponding numerical predictions. It can be seen from
the table that the measured and predicted values of the steady-
state or periodically mean water temperature at the central point of
the enclosure are in good agreement, within experimental uncer-
tainty. Also included in Table 3 is the amplitude of temperature
fluctuation, AT , at the central point of the enclosure when the
self-sustained oscillatory convection occurs. The measured fluc-
tuation amplitude of 0.3°C for the case of RaW53.4543105 and
um50.5 appears to be smaller by half of that predicted by the

Fig. 9 Comparison of the steady state flow patterns „upper…
and temperature fields „lower… among „a… visualization experi-
ment, „b… three-dimensional „A zÄ2…, and „c… two-dimensional
simulations at umÄ0.4, RaWÄ2.522Ã105
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corresponding two-dimensional simulation. This is a further indi-
cation of the dissipation effect associated with the three-
dimensionality of the enclosure in experiment.

Concluding Remarks
In the present study, the primary objective has been to docu-

ment experimentally the features of buoyancy-driven convection,

under strong density inversion influence, in a vertical water-filled
enclosure of high height/width ratio (Ay58) at high Rayleigh
numbers, in which a temporally oscillatory convection regime
may be expected to occur. A convection regime of self-sustained
periodic oscillation in time has been confirmed, via temperature
and flow visualization experiments, in an enclosure of depth/width
ratio Az52.333 at RaW53.4543105 underum50.5. The oscilla-

Fig. 10 Periodic variations of the flow structure „upper… and temperature field „lower… predicted
by two-dimensional simulation at umÄ0.4, RaWÄ5.437Ã105
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tory convection has been visualized experimentally, and was
found to feature a cyclic sequence of onset at the lower quarter-
height region, growth, and decay of the upward drifting secondary
vortices within counter-rotating bicellular flows. A periodic trav-
eling wave motion of the maximum density contour of water has
also been detected in the temperature visualization experiment.
The corresponding two-dimensional numerical simulation is able
to capture the main features of the observed oscillatory convection
flow and temperature fields in the enclosure and provides a good
agreement with the measured time period of the cyclic traveling
wave motion of the maximum density contour.
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Nomenclature

AT 5 amplitude of temperature fluctuation
Ay 5 height/width ratio5H/W
Az 5 depth/width ratio5D/W
b 5 exponent in the density equation
D 5 depth

Fo 5 Fourier number5at/W2

g 5 gravitational acceleration
H 5 height

P1 5 time period
P 5 dimensionless time period5P1a/W2

Pr 5 Prandtl number5v/a
RaH 5 Rayleigh number based on height of enclosure5g

•rsp(DT)bH3/(va)
RaW 5 Rayleigh number based on width of enclosure5g

•rsp(DT)bW3/(va)
rsp 5 coefficient in density equation

t 5 time
T 5 temperature

DT 5 temperature difference between hot and cold
wall5(Th2Tc)

V 5 dimensionless velocity vector
W 5 width

x1,y1,z1 5 Cartesian coordinates
x,y,z 5 dimensionless coordinates5 x1/W,y1/W,z1/W

Greek Symbols

a 5 thermal diffusivity
u 5 dimensionless temperature5(T2Tc)/DT

um 5 density inversion parameter5(Tm2Tc)/DT
v 5 kinematic viscosity
r 5 density
ṽ 5 dimensionless pseudovorticity vector

Subscripts

c 5 cold wall
center 5 central point of enclosure

cr 5 critical state
h 5 hot wall
m 5 maximum density

max 5 maximum value
mean 5 periodically mean value

ss 5 steady state

Superscripts

m 5 iteration number or time level
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Marangoni instability in a finite container with a deformable interface in the absence of
gravity has been investigated. It is shown that the critical Marangoni number Macr is a
non-monotonic function of the length of the container. Two different physical mechanisms
driving convection are indicated. The advection of heat is essential for the first, advective
(‘‘classical’’) mechanism that gives rise to short wavelength modes. The interface defor-
mation is essential for the second mechanism that gives rise to long wavelength modes. If
the container is sufficiently long, the second mechanism leads to an unconditional insta-
bility. The available results suggest that the unconditional instability leads to segmenta-
tion of the interface. @DOI: 10.1115/1.1339005#
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1 Introduction
Consider a quiescent liquid layer heated from below that is

bounded from above by a passive gas. A sufficiently strong heat-
ing leads to instability. The instability motion can be a result of
either the Marangoni effect associated with the temperature de-
pendent surface tension or the buoyancy effect associated with the
temperature dependent density. The Marangoni effect in the ab-
sence of gravity is investigated in the present study.

Bénard@1# carried out the first study concerning the origin and
development of thermal instabilities in liquids in 1900. He ob-
served convection in a layer of spermaceti just beyond critical
conditions and noted that convection cells formed a regular hex-
agonal pattern and that the upward flow was below the surface
depressions and the downward flow was under the surface eleva-
tions. Bénard @1# assumed that buoyancy was the main force that
drove this convection. Block@2# indicated that in shallow liquid
layers, as in Be´nard’s experiment, the temperature dependent sur-
face tension was more important than density gradient.

Pearson@3# gave a linear theory for the Marangoni instability
for an infinite layer of fluid with a nondeformable interface. He
found that the critical condition giving rise to the onset of con-
vection was governed by a non-dimensional group consisting of
the Marangoni number Ma~Ma measures temperature sensitivity
of the surface tension!and the Biot number Bi~Bi measures effi-
ciency of the heat transfer from liquid to gas!.

Scriven and Sterling@4#, Smith@5#, Davis and Homsy@6#, and
Davis @7,8#discussed the role of the deformability of the interface
for infinite layers. The deformability provides an additional ‘‘de-
gree of freedom’’ and cannot be neglected even if the actual de-
formation is infinitesimal~e.g., in the linear stability analysis!.
The capillary number Ca~Ca measures softness of the interface!
must therefore be included as an additional parameter. It has been
found that the surface deflection stabilizes the system if buoyancy
is dominant and destabilizes the system if the Marangoni effect is
dominant ~@6#!. The system becomes unconditionally unstable
with respect to disturbances with a sufficiently long wavelength
~@4,7#!. Goussis and Kelly@9# identified separate short and long

wavelength instability mechanisms. Krishnamoorthy et al.@10#
showed that long wavelength disturbances may lead to a sponta-
neous rupture of the layer. VanHook et al.@11# documented the
existence of a long wavelength instability that leads to rupture of
the layer.

Marangoni instability in a finite cavity was studied by Winters
et al. @12# who determined the critical condition for short cavities
with a nondeformable interface. Dijkstra@13# provided a detailed
description of the associated bifurcations. Dijkstra@14,15# and
Dauby and Lebon@16# extended this analysis to three-dimensional
cavities. Because of the presence of a fixed interface, the long
wavelength modes were effectively eliminated from the analysis.

The main objective of the present work is the determination of
how the finite size of the container~in two-dimensions! and the
deformability of the interface affect the critical conditions leading
to the onset of convection. In particular, it is of interest to analyze
the difference between the instability in finite cavities and in in-
finite layers, to identify the dominant instability mechanisms and
to elucidate the pattern of the most unstable modes. A successful
resolution of the last issue should permit critical evaluation of the
results based on the analysis of infinite layers, and especially the
role played by the long wavelength deformational modes. The
analysis is limited to two-dimensional flow configurations only.
The problem formulation and the governing equations are pre-
sented in Section 2. The methodology used in the analysis is dis-
cussed in Section 3. Section 4 presents a discussion of the results.
Section 5 gives a short summary of the main conclusions.

2 Problem Formulation
Consider a rectangular cavity of lengthL and heightd, as

shown in Fig. 1. The upper surface, described byy5h(x,t), is a
free surface bounded by a passive gas of negligible density and
viscosity kept at a constant temperatureTgas. The free surface is
associated with a surface tensions that decreases linearly with
temperature, i.e.,s5s02g(T2Tgas). The liquid is incompress-
ible, Newtonian, has densityr, thermal conductivityk, specific
heat per unit massc, thermal diffusivityk5k/rc kinematic vis-
cosityv and dynamic viscositym. The bottom of the cavity is kept
at a constant temperatureTbot and the sides are kept insulated.

In the absence of gravity, the motion of the liquid is governed
by the equations
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ux1vy50, (1a)

Re~ut1uux1vuy!52px1uxx1uyy , (1b)

Re~v t1uvx1vvy!52py1vxx1vyy , (1c)

Ma~Tt1uTx1vTy!5Txx1Tyy , (1d)

whereu and v are, respectively, thex and y components of the
velocity vector,p is the pressure,T is the temperature of the
liquid, t stands for the time, Re and Ma are, respectively, the
Reynolds and Marangoni numbers, and subscriptsx,y,t stand for
]/]x, ]/]y, and]/]t, respectively. These equations are subject to
the following boundary conditions:

x50: u50, v50, Tx50, (2a)

x5L: u50, v50, Tx50, (2b)

y50: u50, v50, T51, (2c)

y5h~x,t !: v5ht1uhx , (2d)

2p12@hx
2ux1vy2hx~vx1uy!#~11hx

2!21

5Ca21~12CaT)hxx~11hx
2!23/2 (2e)

2hx~2ux1vy!1~12hx
2!~vx1uy!52~Tx1hxTy!~11hx

2!1/2,
(2f)

~2hxTx1Ty!~11hx
2!21/21BiT50. (2g)

In the above, Ca and Bi stand for the capillary and the Biot num-
bers, respectively. Equation~2d! describes the kinematic condi-
tion at the interface,~2e! and ~2f! describe the balance of the
normal and tangential forces at the interface, respectively, and
~2g! specifies a general heat transfer condition at the interface.
Equation~2g! assumes that the Newton’s Law of Cooling is valid,
which is an idealization~@17#!. Detailed derivation of conditions
~2d!–~2g! is given by~@18#!. The deforming interface must satisfy
the mass conservation constraint and contact conditions

E
0

L

h~x,t !dx5V, (3)

h~0!5h~L !51. (4)

Equation~3! describes conservation of the global volume of the
liquid in the cavity. Equation~4! expresses assumption that the
contact points between the interface and the side walls remain
unchanged during motion of the liquid. The above problem has
been scaled with cavity depthd as a length scale,Um5gDT/m as
a velocity scale,d/mUm as a pressure scale,s0 as a surface ten-

sion scale,d/Um as a time scale andDT5Tbot2Tgasas a tempera-
ture scale. The dimensionless parameters are defined as follows:

Re5Umdr/m, Ma5Umd/k, Ca5gDT/s0 , Bi5Hd/k
(5)

whereH stands for the coefficient of heat transfer from the liquid
to the gas. The dimensionless temperature was defined as
T5(T* 2Tgas)/DT where star denotes dimensional temperature.

Pearson@3# used a temperature scale based on the temperature
gradientb in the basic state, i.e.,DT5bd. This scale is equal to
the temperature difference between the cavity bottom and the in-
terface, i.e.,DTp5Tbot2Tint . Assuming static~no motion!steady
state, it is easy to show that

Tint5~Tbot1BiTgas!/~11Bi! (6)

For Bi→0, temperature scaleDTp→0 and this type of scaling
becomes singular. As a result, the results in~@3#! for Bi50 do not
correspond to any realistic physical situation~see also@13#!. The
temperature scale used in this analysis avoids this problem.

The definition of capillary number given in~5! has been used in
the analysis of Marangoni instability in short containers~@13#!. An
alternative definition used in the analysis of stability of infinite
liquid layers~@8#! has the form

CaD5mk/ds0 , (7)

Ca5CaDMa. (8)

3 Numerical Solution
The question of the stability of the liquid is investigated using

direct numerical simulation. The required algorithm has to be able
to solve the unsteady free-boundary problem. The irregular, time-
dependent solution domain~as defined byh(x,t)! is mapped onto
a fixed rectangular domain in the computational~j,h! plane~Fig.
1! using a transformation on the form

j5x, h5y/h~x,t !. (9)

The flow problem is expressed in terms of the stream
function—vorticity formulation that permits a simple enforcement
of the incompressibility condition. The field equations to be
solved numerically have the form

D2c1v50, (10a)

v t2hh21htvh1h21~chvj2cjvh!5D2v/Re, (10b)

Tt2hh21htTh1h21~chTj2cjTh!5D2T/Ma, (10c)

where

Fig. 1 Sketch of the flow configuration and the coordinate system used in the present analysis
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u5cy , v52cx , v5vx2uy ,

D25
]2

]j222hhjh
21

]2

]j]h
1h22~h2hj

211!
]2

]h2

1~2hj
22hhjj!hh22

]

]h
. (10d)

The boundary conditions take the form

j50: c50, cj50, Tj50, (10e)

j5L: c50, cj50, Tj50, (10f)

h50: c50, cj50, T51, (10g)

h51: ht1cj50, (10h)

2p12
~hjcjj2~11hj

2!h21cjh1hjh
22~11hj

22hhjj!ch!

~11hj
2!

5Ca21~12CaT)hjj~11hj
2!23/2 (10i)

2~12hj
2!cjj1h22~11hj

2!2chh22hjh
21~11hj

2!cjh

1@~12hj
2!hhjj12hj

2~11hj
2!#h22ch52Tj~11hj

2!1/2

(10j)

~11hx
2!1/2h21Th2hj~211hj

2!21/2Tj1BiT50. (10k)

The above problem is discretized using a second-order finite-
difference approximation for the spatial derivatives and a first-
order, fully implicit approximation for the temporal derivatives.
The method used and its testing are described in~@19#!. The cases
where steady, saturated states exist were investigated using the
steady algorithm described in~@20#!.

4 Stability Investigation
The stability investigation relied on the primary meaning of the

instability. The basic state was perturbed and the evolution of
disturbances was followed in time. The solution was considered to
be stable if the disturbance decreased in time. If the disturbance
increased then the solution was considered to be unstable. In all
unstable cases considered, the growth of disturbances resulted in
the appearance of a convective motion.

The basic state considered in this analysis consisted of quies-
cent liquid, i.e.,

c50, v50, T~ t,j,h!512Bih/~11Bi), h~ t,j!51.
(11)

Several methods have been used for perturbing the liquid, most
commonly through perturbing the temperature field. Two shapes
of perturbation function were used. In the delta-like perturbation,
the temperature at one grid point~close to the side wall! was
increased by a value of the order of 1024– 1025. Such perturba-
tion contains symmetric and asymmetric modes of all wavelengths
admissible by the flow system. This is an important property of
this form of perturbation because we do not know a priori which
of the possible modes~and whether it is symmetric or asymmet-
ric! is the most unstable one. In the second approach, the sum of
a few basic~symmetric and asymmetric! modes was used as an
initial perturbation. In this case the shape function was repre-
sented asdT(t50,j,h50.5)51025( i cos(pji/L) with i typically
varying from 1 to 10. This perturbation was added to the static
temperature at depthh50.5. The reader may note that certain
properties of the resulting motion~like, for example, direction of
rotation in the cell!, may depend on the shape function. The val-
ues of the critical Marangoni number, however, are the same for
both shape functions within the error of the present analysis, ex-
cept in some extremal cases.

The amplitude of the perturbation as measured, for example, by
maximum values of the stream functionucumax and the vorticity

uvumax, must fulfill two conditions. The first is that the resulting
instantaneous motion must exceed by a few orders of magnitude
the ‘‘numerical zero’’ level~approximately 10212 for the stream
function for the time-dependent algorithm!. The second is that the
amplitude of the motion must be significantly lower than any
steady state solution that may exist for the given values ofA, Bi,
L, Re and the Marangoni number equal to Macr10.5. Here Macr
denotes the critical value of the Marangoni number and the value
0.5 stands for the accuracy of determination of Macr .

After introducing one of the above perturbations, the evolution
of the flow system was followed in time. A typical behavior of the
solution is presented in Fig. 2. At the beginning~phase 1!there is
no dominant tendency; the disturbances can either decrease or
increase depending on the shape of the perturbation used. This is
so because this perturbation consists of a number of modes that
have their wave numbers close to the wave number of the most
unstable mode. These modes decay very slowly and, conse-
quently, it takes a long time to sort out the decreasing and increas-
ing modes.

After the end of phase 1 a distinct tendency can be observed,
with both the maximum of the stream function and the maximum
of the vorticity either decreasing or increasing~phase 2!. The
~in/de!crease lasts for a long time~thousands of time units! until
either a steady state is reached or the calculations have to be
terminated for numerical reasons. Small oscillations of the solu-
tion are usually observed around the steady state if it exists~phase
3!.

The solution was classified on the basis of its behavior in phase
2. If both ucumax and uvumax changed monotonically for a few
hundred time steps, the solution was classified as either stable
~perturbation was decreasing! or unstable~perturbation was in-
creasing!. After a decision had been made, the calculations were
interrupted and repeated with a new value of Marangoni number
until Macr was found with accuracy of 0.5.

Fig. 2 Evolution of perturbations for a subcritical „MaÄ100 —
lower line… and supercritical „MaÄ300 — upper line … Marangoni
numbers for CaÄ1.5, BiÄ2, PrÄ1 and LÄ3. The critical value of
the Marangoni number is Ma crÄ210. The maximum value of the
vorticity zvzmax is used as a measure of the magnitude of the
perturbation. The classical, short wavelength disturbance pat-
tern dominates, leading to the formation of a saturated super-
critical steady convection.
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The method is very sensitive with respect to Marangoni num-
ber; hence, the critical value of Ma could be determined with a
good precision. The limit of the precision is imposed by the grid
size. In the calculations, the grid with resolution either 1/32 or
1/64 had been used. The corresponding error of Macr is 3–5 ~for
grid 1/32! and 1–2~for grid 1/64! for flat parts of the neutral
stability curves and could be larger close to the region of the
unconditional instability—see Table 1 and Figure 3.

5 Results and Discussion

4.1 Cavity With a Nondeformable Interface. Marangoni
instability in a two-dimensional cavity with a nondeformable in-
terface has been studied by a number of authors. The initial analy-
ses ~see, for example,@3#! were concerned with infinite liquid
layers only. More recently, Dijkstra@13# considered~short!finite
cavities with lengthL<4 and determined the corresponding bi-
furcation structures. The transition between the finite cavity and
an infinite layer has not yet been studied. This problem provides a
good starting point as well as a test for our methodology. Thus,
we seek Macr as a function of Bi andL with Ca50. For conve-
nience and without loss of generality we set Pr51 since the
Prandtl number Pr~or the Reynolds number Re! do not effect the
neutral state.

Figure 3 displays variations of the critical Marangoni number
Macr as a function of the cavity lengthL. The curve with Ca50
corresponds to a nondeformable interface and its part forL<4 is
qualitatively similar to the one obtained in~@13#! ~results in~@13#!
are for a different value of Bi!. The reader may note a non-
monotonic character of variations of Macr asL increases and the
existence of an asymptotic limit of Macr for L→`. The local
maxima of Macr correspond to the change in the number of con-
vection cells found in the liquid~the corresponding flow patterns
are not shown!, in qualitative agreement with experiments de-
scribed in~@21#!. The very sharp form of these maxima under-
scores the fact that there are well-defined cavity lengths that sepa-
rate flow patterns with a different number of cells. These border
points are double points since they give rise to two flow patterns,
one being symmetric and the other one being asymmetric. These
double points correspond to the intersections of the symmetric and
asymmetric bifurcation branches~@13#!.

When the cavity length increases (L→`), the symmetric and
asymmetric bifurcation branches approach each other and the lo-
cal maxima and minima of Macr become less and less distinguish-
able ~see Fig. 3!. In the limit,L5`, there is no distinction be-
tween both branches. The limiting value of Macr is equal to the
one determined in~@13#! in the case of an infinite layer. Detailed
comparison between the present and Pearson’s results is given in
Table 2. WhenL increases, the flow pattern alternates between
symmetric~with odd number of cells!and asymmetric~with an

Fig. 3 The critical Marangoni number Ma cr as a function of the
cavity length L for different values of the Capillary number Ca
and for BiÄ2. The half-wavelengths of disturbances leading to
the unconditional instability, according to the linear stability
analysis of an infinite layer „†8‡…, are marked on the horizontal
axis. Transition of flow patterns from one cell to two cells, and
then to three, four, five, etc., cells are marked by points A and
B, C and D, E and F, G and H, I and J, respectively, for Ca Ä0,
and by points a and b, c and d, e and f, g and h, respectively, for
CaÄ1. The four and five cells S-pattern and the 3 cells
L -pattern for CaÄ1 are shown in Fig. 4. The thick lines indicate
critical conditions for the L -pattern of response for Ca Ä1.

Table 1 Critical values of the Marangoni number Ma cr and the number of cells for different grid
resolutions. Calculations were performed for Bi Ä2, CaÄ1.5, i.e., close to the region of transition from
the one-cell regime to the two-cell regime „see Fig. 2….

Table 2 Critical values of the Marangoni number Ma cr for the finite container and the rigid interface
„i.e., CaÄ0… and the Pearson’s „†3‡… results for the infinite layer
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even number of cells! flow patterns. The cells’ configurations ap-
proach the common limit consisting of cells characterized by the
critical wave number,acr'2.4, ~@3#!.

5.2 Cavity With a Deformable Interface. The questions to
be addressed in this section are~i! how the interface deformability
affects the critical stability conditions,~ii! what are the corre-
sponding flow patterns, and~iii! what is the character of transition
from the behavior of a finite cavity to the behavior of an infinite
layer. In the case of an infinite layer the system is unconditionally
unstable with respect to disturbances with the wave numbera
such thata2,1.5 Ca~@4,8#!. For convenience, and without loss of
generality, we set Pr51 and carry out calculations for various
cavity lengthsL and various Capillary number Ca, and for se-
lected values of Bi.

The form of plots of Macr as a function ofL for different values
of Ca ~see Fig. 3!suggests the existence of two qualitatively dif-
ferent types of response of the system, depending on the length of
the cavity. ForL smaller than a certain critical value,L,Li , an
increase of deformability of the interface~an increase of Ca!re-
sults in a small reduction of the critical Marangoni number Macr .
The maximum cavity length that supports such response decreases
at the same time. The magnitudes of both changes increase with
an increase of Ca. The qualitative character of this response is
very similar to the case of a nondeformable interface~compare
neutral curves for Ca51 and Ca50 in Fig. 3!. We shall refer to
this process as theS-pattern of response~S stands for short cav-
ity!. When cavity length increases above the maximum length that
supports theS-pattern of response,L.Li , the critical Marangoni
number rapidly decreases and the system becomes uncondition-
ally unstable forL.Lo . Both Li andLo are functions of Ca. We
shall refer to this process as theL-pattern of response~L stands for
long cavity!. We shall demonstrate, by looking at the form of the
most unstable disturbances, that theS and L-patterns are very
distinct and are driven by different physical mechanisms.

The above result is qualitatively consistent with the known re-
sults for infinite layers. The results of~@6,7#! indicate that the
presence of a deformable interface reduces the critical Marangoni
number if the system is dominated by thermocapillary effect. Dis-
turbances of a sufficiently long wavelengthl(l
.2p@2/(3 Ca)#1/2) become unconditionally unstable~@8#!. The
cavity sidewalls have, however, a very strong stabilizing effect on
such disturbances. If one uses results obtained for an infinite layer
as a guideline, the minimum cavity length that permits appearance
of the unconditionally unstable disturbances should be no less half
the wavelength of the shortest unconditionally unstable distur-
bance, i.e.,L.p@2/(3 Ca)#1/2. Results displayed in Fig. 3 show
that such disturbances are conditionally stable in a finite cavity,
and the length of the cavity has to be significantly larger before
the onset of the unconditional instability is possible.

The transition between theL and S-patterns is illustrated in
Figs. 4–5 for Ca51. The five-cell symmetric flow pattern exists in
a very narrow range of cavity lengths~see Fig. 3!and then it is
replaced by a three-cell flow pattern illustrated in Fig. 4~i!. We
were unable to find any intermediate state with four cells. This
means that the transition from theS-pattern to the new state~L-
pattern! is not continuous and should not be interpreted as a
gradual change of the aspect ratio of theS-pattern cells. The dis-
continuous character of this change is well illustrated in Fig. 5
displaying interface deformation. TheL andS-patterns give rise to
qualitatively different shapes of the interface, with theL-pattern
inducing deformation larger by a factor of ten. The new, three-cell
flow pattern and the associated deformation pattern, which remain
unchanged with any further increase of the cavity length, repre-
sent the characteristic features of theL-pattern of response. The
lengths of the cells are always approximately equal toL/4, L/2,
and L/4 in sequence from the left to the right end of the cavity
~Fig. 4~i!!. We investigated this problem in detail and found that
even for very largeL ~equal to several times the critical lengthLi!
lengths of the cells always remained approximatelyL/4, L/2, L/4.

The reader should note that the data displayed in Figs. 4–5 has
been taken from phase 2 of the instability~see Fig. 2!. In order to
take time out of considerations, the data has been normalized with
condition ucumax51 which corresponds to the selection of an ar-
bitrary constant in the linear stability theory. Figure 4 presents
streamlines with the deformation that has not been normalized
~deformation is too small to be visible in this plot!. Figure 5
presents normalized deformation. All calculations were nonlinear,
however, the nonlinear effects played no role due to early stages

Fig. 4 Flow patterns associated with the most unstable distur-
bances in the case of a deformable interface for Ca Ä1,
MaÄMacr , BiÄ2. The interface deformation is ignored as too
small for plotting purposes. The S-pattern of response is illus-
trated for cavity lengths LÄ6.9 and 7.0 „see Figs. 4„ g–h…, while
the L -pattern is illustrated for cavity length LÄ7.6 „see Fig.
4„i……. The corresponding flow conditions are marked by points
g , h , and i , in Fig. 3, respectively. The forms of the interface for
LÄ7.0 and 7.6 are shown in Fig. 5. Flow normalization condi-
tion used in all cases — zczmaxÄ1. The system evolution corre-
sponds to phase 2 in Fig. 2.

Fig. 5 Deformations of the interface associated with the most
unstable disturbances for Ma ÄMacr , CaÄ1, BiÄ2. The S and
L -patterns are illustrated for cavity lengths LÄ7 and 7.6, re-
spectively. The corresponding flow fields are shown in Fig. 4.
The magnitude of the deformation shown resulted from the use
of the same normalization condition zczmaxÄ1 in all cases. Note
that the L -pattern gives rise to the deformation that is by an
order of magnitude bigger than the deformation associated
with the S-pattern. The system evolution corresponds to phase
2 in Fig. 2.
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of the instability. This fact had been verified by checking shape of
the streamlines, i.e., taking data from different time instances and
comparing them under the same normalization.

The above results can be interpreted as shown in Fig. 3~see
curve for Ca51!. There are two branches of the plot of Macr as a
function of L; one for the S-pattern and another one for the
L-pattern. The lower value of Macr given by either of these two
branches should be treated as the proper critical value for the
complete system. AtL5Li both branches intersect and the
S-pattern is replaced by theL-pattern. The point of intersection is
a double point.

For L.Li , the critical value of the Marangoni number de-
creases dramatically and reaches zero when the length of the cav-
ity reaches a critical valueLo . ForL.Lo , the static solution~11!
is unconditionally unstable, i.e., it is unstable for any value of Ma.
The critical lengthLo depends on the capillary Ca and Biot Bi
numbers; it decreases with an increasing Ca or a decreasing Bi as
illustrated in Fig. 6.

The approach of the system towards the unconditional instabil-
ity as L increases can be illustrated by using the definition of the
capillary number given by Eq.~7!. This definition is of interest
because it permits direct comparisons of our results with the
known results for infinite layers. In particular, it is known~@4,8#!
that infinite layers in the large wavelength limit are uncondition-
ally unstable for disturbances with the wavelengthl greater than
the critical value, i.e.,

l2.8p2/~3 Ma CaD!. (12)

A question arises whether this formula can be used for the predic-
tion of the onset of the instability in finite~but very long!cavities.
The reader may note that in the case of infinite layers all distur-
bances have the same wavelength while in the case of finite cavi-
ties the flow pattern consists of two types of cells, with one having
the lengthsL/2 and the other one having the lengthL/4. Figure 7
displays the neutral curve for theL-pattern of response for CaD
5Ca/Ma50.005 computed directly using the methodology de-
scribed earlier in this paper. For comparison, the same figure
shows critical Marangoni numbers evaluated on the basis of Eq.
~12! as

Macr58p2~3 CaD!21l22, (13)

with l taken to beL/2 ~i.e., describing the shorter cell; the reader
may note that while the length of the shorter cell is aboutL/4, one
has to take two cells to get the equivalent wavelength!. The fact
that both neutral curves approach each other asL increases sug-
gests that formula~13! provides a meaningful approximation of
Macr ~as long as the shorter cell is considered to be dominant!. It

should be stressed that this agreement may be fortuitous because
the flow patterns in the infinite layer and in the finite cavity are
different. One should keep in mind that we have investigated cavi-
ties with lengthL,20 only; it is possible that for longer cavities
both curves may separate. One may note that Eq.~13! overpre-
dicts Macr ~for L,20! which suggests that a cell that is bounded
by identical cells on both sides~as in an infinite layer!requires
larger heating than a cell that is bounded by a solid wall on one
side and a cell twice as big on the other side. Results shown in
Fig. 7 suggest that, when the length of the cell increases, the effect
of the difference between the forms of the neighboring cells on
Macr becomes less and less important.

5.3 Physical Mechanisms of Instability. The existence of
two neutral branches indicates the existence of two different
physical mechanisms of the instability. The ‘‘classical’’ mecha-
nism, which we shall refer to as the advective mechanism, can be
described as follows. Let us assume that a hot spot appears on the
interface as a result of some random temperature perturbationdT.
The resultant change of thermocapillary stressesds produces a
surface flowdv away from the spot. Conservation of mass is then
satisfied by a vertical up-flow, which forms below the spot. Since
the temperature of the fluid increases beneath the interface, this
up-flow additionally increases the temperature of the spot. If the
temperature gradient in the layer is large enough, the convective
heating will overcome the cooling effects of conduction and vis-
cous friction leading to an increase in the temperature of the spot
and liquid flow, i.e., the system becomes unstable. Deformation of
the interface may result from the instability, but is not essential for
this mechanism, as demonstrated in~@3#!.

The second mechanism, which we shall refer to as the defor-
mational mechanism, can be described by starting with a random
deformation of the interface. If the interface moves locally down
by dh, its temperature at this location increases bydT due to an
increased heat flux from the bottom. This leads to a local decrease
of surface tensionds that, in turn, produces flowdv away from
this point. Conservation of mass is then satisfied by a vertical
up-flow, which further increases the temperature of the spot. An

Fig. 6 The critical length L o for the unconditional instability as
a function of the Capillary number Ca and the Biot number Bi

Fig. 7 Comparison of the critical Marangoni numbers Ma cr for
a finite container and for an infinite layer with a deformable
interface for Bi Ä2 and for the ratio Ca ÕMaÄ0.005 kept constant.
In the case of a finite layer, L denotes the length of the con-
tainer, while in the case of an infinite layer L denotes half of the
wavelength of the most unstable disturbance. See text for a
discussion.
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analogous process can be described for the interface moving lo-
cally upwards and thus creating a cold spot. In order to understand
when this mechanism may become operative, it is essential to
realize that interface perturbations consist of decaying capillary
waves. For a nonisothermal system, a restoring surface tension
force competes with the pressure field induced by the convection,
and the deformation increases when the latter prevails. We shall
describe this process in detail later in the text. The instability may
occur only if the rate of decay of the interface deformation is
slower than the rate at which convection sets in. For a given
temperature gradient across the liquid, a cavity of increasing
length admits longer and longer, less damped capillary waves and,
eventually, if the cavity is made long enough, there will be a
capillary wave decaying slowly enough to permit initiation of the
convection. Our results show that when this mechanism becomes
active, the instability is always initiated by the least damped~i.e.,
longest!capillary wave permitted in the system. The deformation
pattern associated with such a wave is well approximated by a
sine function with wavelengthL. This deformation gives rise to
only one hot spot located approximately either atL/4 or at 3L/4,
and one cold spot located approximately at either 3L/4 or atL/4,
respectively~initial conditions determine whether the hot spot is
at L/4 or at 3L/4!. Such a temperature distribution determines the
convection pattern, which always consists of one central cell of
lengthL/2 and two side cells of lengthL/4 each~see Fig. 4~i!!. It
is the deformational mechanism that is responsible for the
L-pattern of response and, indeed, this mechanism gives rise to the
interface deformation that is much larger than the one created by
the advective mechanism~see Fig. 5!.

The difference between the way both mechanisms operate is
illustrated in Fig. 8 displaying the flow and temperature perturba-
tion patterns. The disturbance temperature field associated with
the S-pattern~Fig. 8~B!! is characterized by closed isotherms,
which points to the importance of advection~if the advection was
not active, appearance of closed isotherms would imply existence
of heat sinks/sources which is clearly not the case!. The distur-
bance temperature field associated with theL-pattern~Fig. 8~D!!
is characterized by open isotherms suggesting negligible effect of
heat advection. To confirm this observation, we carried out calcu-
lations without the advection term in the energy Eq.~1d!. Al-
though the advective mechanism cannot work in such situations,

the instability did occur and it had the form of theL-pattern. The
apparent lack of adiabacity of the side walls in Fig. 8~D! is the
artifact of plotting resulting from omission of isotherms corre-
sponding to temperatures very close to zero.

In real systems both instability mechanisms exist simulta-
neously. In the case of sufficiently short cavities~i.e., those with
the S-pattern of response!, the deformational mechanism rein-
forces the advective mechanism resulting in the reduction of Macr
~see Fig. 3!. For sufficiently long cavities~i.e., those with the
L-pattern of response!, the deformational mechanism dominates
leading to the unconditional instability. There exists a narrow
range of cavity lengths,Li,L,Lo ~Fig. 3!, where the deforma-
tional mechanism leads to a conditional instability.

The flow configuration in long cavities is very similar to the
case of a cavity with differentially heated sidewalls. It has been
shown ~@22#! that as the length of the cavity increases, the con-
vection cell can be separated into two turning zones attached to
the side walls and a core zone where the flow is well approxi-
mated by the Couette-Poiseuille solution. For a sufficiently long
cavity, the form of the interface deformation is dictated by the
flow in the core zone. The pressure gradient in the core zone
changes asL21, the total pressure difference along the cavity
remains constant, the magnitude of deformation increases propor-
tionally to L2 and, as a result, the steady deformed interface can-
not exist if the cavity length is larger than a certain critical value.
The central cell arising from the instability has a similar structure,
i.e., it has two turning zones and a core~see Fig. 4~i!!character-
ized by a constant pressure gradient~see Fig. 9!. For a certain
range of cavity lengths pressure difference produced by the cen-
tral cell can be balanced out by the capillary forces. Increase of
cavity length rapidly reduces the available restoring capillary
force, which reduces the magnitude of pressure required to main-
tain the deformation. This, in turn, translates into reduction of the
amount of heating required to maintain the motion and thus re-
duction of the critical Marangoni number. For a sufficiently long
cavity (L.L0) the restoring capillary force is negligible and any
amount of heating results in instability. It will be shown in the

Fig. 8 Comparison of the stream function and temperature
disturbance fields for the most unstable „linear… disturbances
for CaÄ1, BiÄ2 for the S and L -patterns. Figures 8 A, B display
stream function and temperature, respectively, for LÄ7
„S-pattern… and MaÄMacrÄ215. Figures 8 C, D display stream
function and temperature, respectively, for LÄ17 „L -pattern…,
MaÄ10 and PrÄ1. The critical Marangoni number for these con-
ditions is Ma crÄ0. Data for presentation were taken from the
exponential growth period described by the linear theory. Nor-
malization condition used in all cases — zczmaxÄ1.

Fig. 9 Surface pressure distribution for the L -pattern re-
sponse for Ca Ä1.0, MaÄ150, BiÄ2, PrÄ1 and LÄ16 at tÄ200,
400, 593. Calculations had to be terminated at tÄ594. Normal-
ization condition used — zcmaxzinstantaneous Ä1. Slight asymmetry
in the pressure distribution is due to the growth of asymmetric
disturbances present in the initial conditions „see text for a
discussion ….
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next section that under such conditions, i.e., negligible restoring
force, the instability leads to large deformations and, possibly,
rupture of the interface.

5.4 Finite-Amplitude Convection. Calculations of the fi-
nite amplitude convection~i.e. for the Marangoni number exceed-
ing the critical value Macr! have been performed in order to ex-
plore the differences in the response of the system in the regimes
corresponding to theS and L-patterns of response under critical
conditions. The Prandtl number Pr~or the Reynolds number Re!
appears now as an additional parameter.

In all cases considered, theS-pattern of response was charac-
terized by the existence of a nonlinearly saturated steady state~see
Fig. 2! that is analogous to theS-pattern found at critical condi-
tions. Detailed analysis of this response will not be presented here.

TheL-pattern of response is qualitatively different. We consid-
ered several cases of supercritical conditions withLi,L,Lo and
observed that, typically, the maximum deformation of the inter-
face increased steadily up to several tens of percent after which
the calculations had to be terminated for numerical reasons. In
spite of a significant effort we were unable to find any stable,
steady-state solution. It may be concluded that the steady-state
response either does not exist or the region of its existence is
extremely narrow and thus impossible to capture in a numerical
experiment of the type attempted in this study.

Figures 9–10 present an example of the evolution of the super-
critical convection corresponding to theL-pattern of response.
The maximum stream functionucumax, vorticity uvumax, and de-
formation uh21umax increase exponentially in time~Fig. 10!. The
exponential growth is accelerated when the nonlinear effects set
in. This acceleration suggests that the system does not tend to a
steady state but that nonlinear effects initiate a process that leads
to segmentation of the layer~compare Figs. 2 and 10!. The pattern
of convection during this acceleration is essentially the same as
for the most unstable mode ofL-pattern at critical conditions, i.e.,
it consists of three cells.

In order to understand the mechanics of the growth process, the
reader should recall that the instability in theL-pattern regime is
initiated by capillary waves that are amplified by thermocapillary
effect ~Section 4.3!. The essence of the deformational instability
mechanism consists of a delicate interplay between the interface-
deforming thermocapillarity-induced pressure forces and the re-
storing surface tension forces. When pressure prevails, interface
deformation increases inducing a stronger thermocapillary force
and a larger pressure difference that, in turn, further accelerates
the growth of the deformation. This process is well illustrated in
Fig. 9 displaying time evolution of surface pressure. The simplic-
ity of this closed-loop self-amplification is underscored by the fact
that there is no change in the flow pattern during the rapid accel-
eration of the growth of the instability caused by nonlinear effects.

Results shown in Fig. 9 raise an interesting question regarding
pattern formation and suggest the existence of a rich bifurcation
structure in this problem. In all our calculations, the initial flow-
field disturbances used to trigger the instability contained both
symmetric and asymmetric modes that lead to the symmetric
3-cell flow pattern at critical conditions. The symmetric flow pat-
tern leads to asymmetric pressure. Pressure distribution during
exponential growth shown in Fig. 9 shows a small departure from
asymmetry suggesting presence of asymmetric modes in the flow
pattern growing at almost the same rate as the symmetric modes.
The same calculation~not shown!with only asymmetric initial
disturbances showed initial growth of the instability at a rate simi-
lar to the one shown in Fig. 10, and the emerging flow pattern
correlating well with the deformation induced by the first symmet-
ric capillary wave. This suggests that the pattern formation could
be easily affected by the form of the initial disturbances, espe-
cially in very long cavities admitting a number of capillary waves
long enough to trigger the deformational mechanism. This issue
requires further investigation.

As discussed above, our results indicate that whenever the
L-pattern of the instability sets in, it initiates a process of continu-
ous increase of deformation leading, most likely, to rupture of the
layer. We cannot answer the question whether, in real systems, the
interface ruptures or not. When deformation becomes large, new
physical effects associated with attraction between the interface
and the bottom wall may arise, and they may or may not prevent
segmentation of the layer. These effects are not accounted for in
our model. The recent experiment of Van-Hook et al.@11# show,
however, that long-wavelength deformational instability does lead
to rupture of the interface, in qualitative agreement with our re-
sults. Simulations of Krishnamoorthy et al.@10# carried out for an
infinite layer with long-wavelength periodic disturbances showed
interface evolving towards rupture, again in qualitative agreement
with our results. Finally, one may note that the form of the central
cell in the L-pattern is very similar to the convection cell in a
cavity with differentially heated sidewalls. Floryan and Chen@22#
showed that a continuous interface could not exist in such a cavity
if its length is too large. Hamed and Floryan@18# demonstrated
that the critical length could be made very small by increasing the
value of Ca, which is in qualitative agreement with our results.

It should be stressed that our analysis does not account for the
possible presence of hexagonal cells and other three-dimensional
effects. While, undoubtedly, such effects will alter the evolution
of the instability, their presence does not prevent the liquid from
rupturing, as documented by the experiments in~@11#!.

6 Summary
Marangoni instability in a finite, two-dimensional container

with a deformable interface was investigated using direct numeri-
cal simulations as the main methodology. Complete governing
equations were solved using an implicit unsteady algorithm. Cer-
tain cases, such as steady supercritical convection, were checked
using a separately developed steady version of the algorithm.

It has been found that deformability of the interface always
destabilizes the system. The magnitude of the destabilization as

Fig. 10 Maxima of the interface deformation zhÀ1zmax , vortic-
ity zvzmax and stream function zczmax as a function of time for
the L -pattern response for the same conditions as in Fig. 9. A
characteristic acceleration of growth of perturbations as a re-
sult of nonlinear effects can be easily observed. This behavior
is qualitatively different from the one observed in the case of
the S-pattern, where a nonlinear saturation and a steady final
state are observed „see Fig. 2….
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well as the pattern of response change qualitatively depending on
cavity length, from being a contributing factor in short cavities to
being a dominant factor in long cavities.

Two different physical mechanisms driving the instability have
been indicated. The advection of heat is essential for the first,
advective~‘‘classical’’! mechanism, which dominates response of
the system for short cavities. The resulting flow pattern is referred
to as theS-pattern because the length of the resulting convection
cells is of the order of layer thickness~short cells!. This pattern is
very similar to the one found in infinitely long layers with a non-
deformable interface. The interface deformation is responsible for
the second, deformational mechanism. The resulting flow pattern
is referred to as theL-pattern because the length of the resulting
convection cells is of the order of the length of the container~long
cells!.

TheS-pattern appears in short cavities when critical conditions,
expressed in terms of critical Marangoni number Macr , are met.
The flow pattern alternates between symmetric forms~odd num-
ber of convection cells! and asymmetric forms~even number of
convection cells!when the lengthL of the cavity increases. This
corresponds to the symmetric and asymmetric bifurcation
branches crossing each other as a function ofL. Increase of Ma
above its critical value leads to steady supercritical convection
whose pattern is analogous to that found at critical conditions.

When cavity length increases above a critical valueLi , there is
a rapid ~discontinuous! transition from the S-pattern to the
L-pattern of response, the critical Marangoni number decreases
dramatically and the liquid becomes unconditionally unstable. The
convection pattern always consists of three cells of lengthL/4,
L/2, andL/4, regardless of cavity length~for the range of param-
eters studied!. The form of these cells correlates well with the
most unstable capillary wave. When theL-pattern sets in, it leads
to large interface deformations and, most likely, ruptures of the
interface. Nonlinear effects, arising for large enough deforma-
tions, accelerate the growth of the instability rather than leading to
a nonlinear saturation, which is in contrast to theS-pattern of
response. This problem requires further investigation. Capillary
number CaD , which does not include temperature difference in its
definition and thus is easier to control experimentally, should be
used as a preferable measure of the stiffness of the interface.
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Nomenclature

Bi 5 Biot number (Bi5Hd/k)
c 5 specific heat

Ca 5 Capillary number (Ca5gDT/s0)
CaD 5 different definition of Capillary number~see Eqs.

~7!,~8!
d 5 cavity depth
H 5 heat transfer coefficient
h 5 location of the interface
k 5 thermal conductivity
L 5 cavity length

Ma~Macr) 5 Marangoni number~critical Marangoni number!
(Ma5Umd/k)

p 5 pressure
Re 5 Reynolds number (Re5Umdr/m)

T(T* ) 5 temperature~dimensional temperature!
Tbot 5 temperature of the bottom of the cavity

Tgas 5 temperature of the gas far above the interface
t 5 time

u,n 5 velocity components in the (x,y) directions
Um 5 velocity scale (5gDT/m)

V 5 volume of the liquid
x,y 5 cartesian reference system

g 5 surface tension gradient
k 5 thermal diffusivity
l 5 wavelength of disturbances
m 5 dynamic viscosity
n 5 kinematic viscosity
r 5 density

s(s0) 5 surface tension~reference surface tension!
v 5 vorticity
c 5 stream function

j,h 5 coordinates in the computational plane

References
@1# Bénard, H., 1900, ‘‘Les Tourbillons Cellulaires dans une Nappe Liquide,’’

Rev. Gen. Sci. Pures Appl.,11, pp. 1261–1271;ibid. 11, pp. 1309–1328.
@2# Block, M. J., 1956, ‘‘Surface Tension as the Cause of Benard Cells and Sur-

face Deformation in a Liquid Film,’’ Nature~London!,178, pp. 650–651.
@3# Pearson, J. R. A., 1958, ‘‘On Convection Cells Induced by Surface Tension,’’

J. Fluid Mech.,4, pp. 489–500.
@4# Scriven, L. E., and Sterling, C. V., 1964, ‘‘On Cellular Convection Induced by

Surface Tension Gradients: Effect of Mean Surface Tension and Viscosity,’’ J.
Fluid Mech.,19, pp. 321–340.

@5# Smith, M. K., 1966, ‘‘On Convective Instability Induced by Surface Tension
Gradients,’’ J. Fluid Mech.,24, pp. 401–414.

@6# Davis, S. H., and Homsy, G. M., 1980, ‘‘Energy Stability Theory for Free
Surface Problems: Buoyancy-Thermocapillary Layers,’’ J. Fluid Mech.,98,
pp. 527–553.

@7# Davis, S. H., 1983, ‘‘Rupture of Thin Liquid Films,’’ inWaves on Fluid
Interfaces, R. E. Meyer, ed., Academic Press, New York, pp. 291–302.

@8# Davis, S. H., 1987, ‘‘Thermocapillary Instabilities,’’ Annu. Rev. Fluid Mech.,
19, pp. 403–435.

@9# Goussis, D. A., and Kelly, R. E., 1990, ‘‘On the Thermocapillary Instabilities
in a Liquid Layer Heated from Below,’’ Int. J. Heat Mass Transf.,33, pp.
2239–2245.

@10# Krishnammoorthy, S., Ramaswamy, B., and Joo, S. W., 1995, ‘‘Spontaneous
Rupture of Thin Liquid Films due to Thermocapillary: A Full Scale Numerical
Simulation,’’ Phys. Fluids,7, pp. 2291–2293.

@11# VanHook, S. J., Schatz, M. F., Swift, J. B., McCormick, W. D., and Swinney,
H. L., 1997, ‘‘Long-Wavelength Surface-Tension-Driven Benard Convection:
Experiment and Theory,’’ J. Fluid Mech.,345, pp. 45–78.

@12# Winters, K. H., Plesser, Th., and Cliffe, K. A., 1988, ‘‘The Onset of Convec-
tion in a Container due to Surface Tension and Buoyancy,’’ Physica D,29, pp.
387–401.

@13# Dijkstra, H. A., 1992, ‘‘On the Structure of Cellular Solution in Rayleigh-
Benard-Marangoni Flows in Small-Aspect-Ration Containers,’’ J. Fluid
Mech.,243, pp. 73–102.

@14# Dijkstra, H. A., 1995, ‘‘Surface Tension Driven Cellular Patterns in Three-
Dimensional Boxes—Linear Stability,’’ Microgravity Sci. Technol.,7, pp.
307–312.

@15# Dijkstra, H. A., 1995, ‘‘Surface Tension Driven Cellular Patterns in Three-
Dimensional Boxes—A Bifurcation Study,’’ Microgravity Sci. Technol.,7, pp.
307–312.

@16# Dauby, P. D., and Lebon, G., 1996, ‘‘Marangoni-Benard Instability in Rigid
Rectangular Containers,’’ J. Fluid Mech.,329, pp. 25–64.

@17# Perez-Garcia, C., Echebarria, B., and Bestehorn, M., 1998, ‘‘Thermal Proper-
ties in Surface-Tension-Driven Convection,’’ Phys. Rev. E,57, pp. 475–481.

@18# Hamed, M., and Floryan, J. M., 2000, ‘‘Marangoni Convection: Part
1—Cavity with Differentially Heated Side Walls,’’ J. Fluid Mech.,405, pp.
79–110.

@19# Hamed, M., and Floryan, J. M., 1998, ‘‘Numerical Simulation of Unsteady
Nonisothermal Capillary Interfaces,’’ J. Comput. Phys.,145, pp. 110–140.

@20# Chen, C., and Floryan, J. M., 1994, ‘‘Numerical Simulation of Non-isothermal
Capillary Interfaces,’’ J. Comput. Phys.,111, pp. 183–193.

@21# Koschmieder, E. L., and Prahl, S. A., 1990, ‘‘Surface-Tension-Driven Benard
Convection in Small Containers,’’ J. Fluid Mech.,215, pp. 571–583.

@22# Floryan, J. M., and Chen, C., 1994, ‘‘Thermocapillary Convection and Exis-
tence of Continuous Layer in the Absence of Gravity,’’ J. Fluid Mech.,277,
pp. 303–329.

104 Õ Vol. 123, FEBRUARY 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ravi S. Prasher
Assembly Technology and Development,

Intel Corporation, CH5-157,
5000 W. Chandler Blvd.,

Chandler, AZ 85226-3699

Patrick E. Phelan
E-mail: phelan@asu.edu

Department of Mechanical & Aerospace
Engineering,

Arizona State University,
Tempe, AZ 85287-6106

A Scattering-Mediated Acoustic
Mismatch Model for the
Prediction of Thermal Boundary
Resistance
Solid-solid thermal boundary resistance~Rb! plays an important role in determining heat
flow, both in cryogenic and room-temperature applications, such as very large scale
integrated circuitry, superlattices, and superconductors. The acoustic mismatch model
(AMM) and the related diffuse mismatch model (DMM) describe the thermal transport at
a solid-solid interface below a few Kelvin quite accurately. At moderate cryogenic tem-
peratures and above, Rb is dominated by scattering caused by various sources, such as
damage in the dielectric substrates and formation of an imperfect boundary layer near the
interface, making Rb larger than that predicted by AMM and DMM. From a careful
review of the literature on Rb, it seems that scattering near the interface plays a far more
dominant role than any other mechanism. Though scattering near the interface has been
considered in the past, these models are either far too complicated or are too simple (i.e.,
inaccurate) for engineering use. A new model, called the scattering-mediated acoustic
mismatch model (SMAMM), is developed here that exploits the analogy between phonon
and radiative transport by developing a damped wave equation to describe the phonon
transport. Incorporating scattering into this equation and finding appropriate solutions
for a solid-solid interface enable an accurate description of Rb at high temperatures,
while still reducing to the AMM at low temperatures, where the AMM is relatively suc-
cessful in predicting Rb. @DOI: 10.1115/1.1338138#
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1 Introduction
Solid-solid thermal boundary resistance plays an important role

in determining heat flow, both in cryogenic and room-temperature
applications, such as very large scale integrated circuitry, super-
lattices, and superconductors@1–3#. The acoustic mismatch model
~AMM! describes the thermal transport at a solid-solid interface
below a few degrees Kelvin quite accurately. Another model,
known as the diffuse mismatch model~DMM!, though seemingly
more suitable for interfacial transport above a few Kelvin, is no
better than AMM for predictingRb at a solid-solid interface@1#.
According to Cahill@2#, no experiment has yet been able to dis-
tinguish between the AMM and DMM for energy transport be-
tween solids near room temperature.

At moderate cryogenic temperatures and above,Rb is domi-
nated by scattering caused by various sources, such as damage in
the dielectric substrates and formation of an imperfect boundary
layer near the interface@1#. The properties of the material near the
interface could also be widely different from those of the bulk
material on either side@4#. All these contribute toRb , making it
larger than that predicted by AMM and DMM. Swartz and Pohl
@5# attributed the large value ofRb above 30 K to the formation of
an amorphous layer near the interface.

Deviation from the Debye density of states~DOS!at high tem-
peratures also contributes to a difference inRb , as shown by
Phelan@6# for high-temperature superconductors~HTSC! and by
Stoner and Maris for FCC materials@7#. But incorporation of a
more realistic DOS also falls short in explaining the large values
of Rb at high temperatures@5#.

From a careful review of the literature onRb , it seems that

scattering near the interface plays a far more dominant role than
any other mechanism@5#. Though scattering near the interface has
been considered in the past@4,8#, these models were either far too
complicated or were too simple~i.e., inaccurate!for engineering
use. A new model called the scattering-mediated acoustic mis-
match model~SMAMM! is developed in this paper, which accu-
rately describes the behavior ofRb at high temperatures and re-
duces to the AMM at low temperatures, where the AMM is very
successful in predictingRb .

SMAMM is developed by observing the close analogy between
radiative and phonon heat transport@9#. The equation of phonon
radiative transport~EPRT!and the equation of radiative transport
~ERT!, as written below for the one-dimensional case are identi-
cal, except for the absence of in-scattering, emission and absorp-
tion terms in the EPRT@9#:

1

v

]I

]t
1m

]I

]x
5

I 02I

l
~EPRT!, (1)

where v is the speed of phonons,l the mean free path,m the
direction cosine,I the intensity, andI 0 the equilibrium intensity.
The form of the ERT is@9#

1

c

]I

]t
1m

]I

]x
5s0I 02~sabs1sscatt!I 1

sscatt

4p

3E
4p

f~W8→W!I 8dW ~ERT!, (2)

wherec is the speed of light,sabs and sscatt the absorption and
scattering coefficients, respectively,f the phase function, andW
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the solid angle. Note thatl in the EPRT corresponds to the recip-
rocal of the extinction coefficient (sabs1sscatt) in the ERT@9#.

It is well recognized that absorption of the EM wave is respon-
sible for a complex refractive index for photons, but to a certain
degree the attenuation of light through a slab of particles imbed-
ded in a homogenous medium is also governed by the scattering
of light by these particles. Bohren and Huffman@10# have shown
that in this kind of a medium the extinction is a sum of absorption
and scattering of light by these particles. They also write that even
if the particles are non-absorbing, the imaginary part of the refrac-
tive index can be non-zero, as shown in the next section. For a
collection of such particles, therefore, the concept of an effective
complex refractive index is meaningful at least as far as transmis-
sion and reflection is concerned.

It is also plausible to consider some inelastic scattering pro-
cesses, such as Umklapp and Normal scattering, as absorption
processes. In these processes two phonons are destroyed to gen-
erate another phonon@12#. In metals electron-phonon, normal, and
Umklapp scattering mechanisms can also be present. These pro-
cesses can be thought of as absorption processes in phonon
transport.

As the model developed here is closely analogous to radiative
transport, a brief review of radiative transport is given in the sec-
ond section. The third section is devoted to the development of the
SMAMM. Finally the SMAMM is used to calculateRb for two
sample interfaces.

2 Extinction of Electromagnetic Waves by a Slab of
Particles Embedded in a Homogeneous Medium

Both scattering and absorption affect the transport of electro-
magnetic~EM! waves across an interface. Scattering and absorp-
tion are not mutually independent processes@10#. Refraction of
EM waves at an interface is a manifestation of scattering by many
molecules that comprise the medium. Because of this reason, all
the different models of radiative properties~e.g., Drude and Lor-
entz models!contain a scattering time in the form of a damping
term @9,10#. The effect of both scattering and absorption is to
attenuate the incoming wave. Care has to be taken in differentiat-
ing the scattering by small particles and other sources in the me-
dium, and the scattering considered in the Lorentz and Drude
models.

In an absorbing medium the refractive index~P! is complex and
is given by

P5p1 iq, (3)

wherep is the real part ofP, andq is the complex part, represent-
ing attenuation of the wave. Bothp andq are related to the com-
plex dielectric constant of the medium. In a perfectly homoge-
neous medium attenuation is primarily due to absorption and is
given by @10,11#

I 5I 0 exp~2sabx!, (4)

whereI 0 is the incident intensity and

sabs5
4pq

l
, (5)

wherel is the wavelength of the EM wave. The combined effect
of absorption and scattering is called extinction. A good example
of extinction is the extinction of EM waves by a collection of
small particles in a homogeneous medium. In this case the inten-
sity is given by@10#

I 5I 0 exp~2sexx! (6)

wheresext5sabs1sscat.
Noting the similarity between a purely absorbing case and a

combined scattering and absorbing case, from Eqs.~4! and~6! an
effective refractive index,P̃, can be defined and is given by@10#

P̃

P
511 i f ~sscatt!, (7)

wheref is a function. The concept of an effective refractive index
is very convenient as far as transmission and reflection are con-
cerned. It is this relation which forms the basis for the develop-
ment of SMAMM. Even if the particles and the medium are non-
absorbing, the imaginary part ofP̃ can be nonzero due to
scattering.

3 Scattering-Mediated Acoustic Mismatch Model—
Formulation

Considering the similarity between the EPRT and ERT dis-
cussed in Section 2, the solution of the EPRT at a boundary for a
one-dimensional system is given by

I 5I 0 exp~2x/ l !, (8)

where 1/l is the reciprocal of the scattering or extinction coeffi-
cients, as the absorption term is absent in EPRT. The effect of the
above relation is to dampen the incoming wave or phonon in the
medium, as shown in Fig. 1. Medium 1 in Fig. 1 is nonattenuat-
ing. It is to be noted that Eq.~8! describes the effect of scattering
within the medium on the scatteringat the interface. In the AMM,
scattering manifested as specular reflection at the interface is as-
sumed to be independent of the scattering in the bulk of the me-
dium. If the medium is acoustically thin, thenl is much larger than
the physical thickness of the medium. In such conditions there is
hardly any scattering within the medium, which is given by the
probabilistic relationp85exp(2x/l) @9#, wherep8 is the probabil-
ity that the particle would travel a distancex without undergoing a
collision. A careful comparison shows that this relation is another
form of Eq. ~8!. Therefore, in acoustically thin media it is ex-
pected that there is hardly any scattering within the medium.
Since l increases with decreasing temperature~T! @12#, it is also
expected that scattering has hardly any effect on the reflection and
transmission of acoustic waves at very low temperatures, and thus
the AMM is very accurate in predictingRb at low temperatures.

The discussion in the preceding paragraph is analogous to the
absorption of sound in fluids@13#. Kinsler and Frey@13# discussed
the effect of heat conduction on the attenuation of sound. It is to
be noted that the relaxation time associated with heat conduction
in fluids is nothing but the mean free time of the heat carriers in
the fluid @13#.

Fig. 1 Reflection and transmission of a normally incident pho-
non wave on an attenuating medium
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Before delving into the development of the model some of the
key assumptions are described below:

1 Debye DOS is used for the calculation of the energy within
the solid.

2 No mode conversion is assumed in this model because the
idea is to explore the effect of scattering onRb . Furthermore, the
inclusion of mode conversion, although theoretically straightfor-
ward, is mathematically too complex. Therefore only longitudinal
vibration is assumed. This was also the assumption by Little@14#.

3 Even though mode conversion is neglected, the combined
effect of other modes is considered by using the Debye speed for
phonons@15#.

4 Diffuse scattering at the interface is totally ignored. As dis-
cussed earlier the DMM model, based on diffuse scattering at the
interface, gives results that are largely indistinguishable from
those of the AMM for solid-solid interfaces.

The effect of damping on wave motion is described by the
well-known wave equation

d2y

dt2
1

1

q

dy

dt
5v2

d2y

dx2 , (9)

whereq is the damping term, which has units of time. The solu-
tion to Eq. ~9! can be easily obtained if a wave of the following
form is considered

y5Y exp@ i ~kx2vt !#, (10)

whereY is the amplitude of vibration,k the wave vector andv the
angular frequency. Direct substitution of Eq.~10! in Eq. ~9! gives

k5
v

v F11
i

qvG1/2

. (11)

The above relation can be separated into real and imaginary parts
by the following treatment, which is quite similar to the treatment
of EM waves@11#. Let

a81 ib85F11
i

qvG1/2

. (12)

Now from Eqs.~11! and ~12! a complex speed (ṽ) of the wave
motion under consideration can be defined as

ṽ5
v

a81 ib8
. (13)

Simplification of Eq.~12! leads to

a825

11A11S 1

qv D 2

2
, b825

211A11S 1

qv D 2

2
.

(14)

Using Eqs.~10!–~12! the solution of the damped wave equation is

y5Y expS 2
v

v
b8xDexpF i S v

v
a8x2vt D G . (15)

Therefore, the amplitude of vibration of the damped wave is given
by

Yd5Y expS 2
v

v
b8xD , (16)

whereYd is the damped amplitude. It is well known thatI is @11#

I}Yd
2}Y2 expS 22vb8

v
xD . (17)

Comparing the exponential terms in Eqs.~8! and ~17! it is easily
seen that

b85
v

2lv
5

1

2tv
, (18)

where t5 l /v is the scattering time. This comparison between
Eqs.~8! and~17! is applied in radiation as well@11#. With the help
of Eqs.~18! and ~14! a8 can be deduced as

a85A11S 1

2tv D 2

. (19)

The value ofq given by Eqs.~18! and ~14! is

q5
t

A11S 1

2tv
D 2

. (20)

Thus, the damping timeq depends on both scattering timet and
frequencyv.

Now a complex refractive index for the acoustic case can also
be defined along the lines of the EM waves. The refractive index
of the acoustic wave is complex because of the scattering and is
analogous to Eq.~7! for radiation. But note that the refractive
index of EM waves can be imaginary even in the absence of
scattering@10,16#. Thus for the acoustic case

P5
1

r ṽ
5p1 iq, (21)

wherer is the mass density andp5a8/rv, q5b8/rv. P is just
the reciprocal of the acoustic impedance (Z), whereZ5rv @5#.
Since the attenuating term is absent in AMM, for that limiting
caseP is real and is written aspa , and is simply given bypa
51/rv. The subscripta refers to the properties calculated in
AMM. The ratios ofp andq with pa are plotted againsttv in Fig.
2. Some of the key features of Fig. 2 are as follows:~1! bothp and
q are equal and very large, at low values oftv. This is consistent
with the EM wave case, wherep and q are equal at long wave-
lengths or equivalently smallv @11#. This behavior ofp andq can
also be attributed to the decrease in the scattering time, which
results in more attenuation.~2! p approachespa andq approaches
0 at large values oftv. The reason for this behavior is that an
increasing value oftv means an increasing scattering time, which
results in a largel. Large l means less attenuation and thereby less
deviation from AMM.

The reflectance coefficient,r 8, at the interface between two
solids is given by@14,17#

Fig. 2 Real „p … and imaginary „q … parts of the acoustic refrac-
tive index, normalized by the AMM refractive index „p a…
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r 85
Yr

Yi
5

Fcos~u1!

r1ṽ1
2

cos~u2!

r2ṽ2
G

Fcos~u1!

r1ṽ1
1

cos~u2!

r2ṽ2
G , (22)

whereYr andYi are the reflected and incident amplitudes, respec-
tively, andu1 andu2 the complex incident and refracted angles in
medium 1 and 2, respectively@11#. u1 andu2 are both real in the
AMM limit. Application of Snell’s law provides@11,14#

ṽ1 sin~u2!5 ṽ2 sin~u1! (23)

which reduces to

cos~u2!

ṽ2
5AS 1

ṽ2
D 2

2S 1

ṽ1
D 2

sin2~u1!. (24)

Using Eq.~13!, Eq.~24! can be separated into complex and imagi-
nary parts as shown below

A2 iB5
cos~u2!

ṽ2
5A~a281 ib28!2

v2
2 2

~a181 ib18!2

v1
2 sin2~u1!.

(25)

The values ofA and B, obtained by a simple mathematical ma-
nipulation @11# are

2A25F S a28
22b28

2

v2
2 2

a18
22b18

2

v1
2 sin2~u1! D 2

14S a18b18
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2 sin2~u1!

2
a28b28
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2 D 2G1/2

1S a28
22b28

2
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2 2
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22b18

2

v1
2 sin2~u1! D (26a)
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22b18
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14S a18b18
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a28b28
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2 D 2G1/2
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2

v2
2 2
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2

v1
2 sin2~u1! D . (26b)

Therefore,r 8 from Eq. ~22! reduces to

r 85

Fcos~u1!

r1v1
a182

A

r2
G1 i Fcos~u1!

r1v1
a181

B

r2
G

Fcos~u1!

r1v1
a181

A

r2
G1 i Fcos~u1!

r1v1
a182

B

r2
G . (27)

Now the reflectivity (R8) is the product ofr 8 and its complex
conjugate, giving

R8~u1!5r 8 r̄ 85

Fcos~u1!

r1v1
a182

A

r2
G2

1Fcos~u1!
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B
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Fcos~u1!
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a181

A
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G2

1Fcos~u1!

r1v1
a182

B

r2
G2 .

(28)

The transmissivitya is given by

a~u1!512R8~u1!. (29)

Note thata is the equivalent of emissivity in radiation. Just like
the normal emissivity in radiation,a for normal incidence is a
very valuable parameter in providing physical insight to the be-
havior at the interface. For normal incidence Eq.~28! reduces to

Rnormal8 5
~p12p2!21~q12q2!2

~p11p2!21~q11q2!2 . (30)

If it is assumed that medium 1 is non-attenuating, the physical
basis for which is provided later, thenp15p1a

and q150. With
this assumption Eq.~30! reduces to

Rnormal8 5
~p2121!21~q21!

2

~p2111!21~q21!
2 , (31)

wherep215p2 /p1a
, andq215q2 /p1a

. With the help of Eqs.~18!

and~19! and the definition ofp andq the following holds between
p andq:

q25p22pa
2. (32)

Substitution of Eq.~32! into Eq. ~31! results in

anormal5
4p21

~p2111!21~p21!
22~p21a

!2 , (33)

wherep21a
5p2a

/p1a
. The correspondinga for the AMM case is

given by

anormala
5

4p21a

~p21a
11!2 . (34)

The ratio of the twoa’s from Eqs.~33! and ~34! is

anormal

anormala

5

hS 11
1

p21a
D 2

S h1
1

p21a
D 2

1h221

, (35)

whereh5p21/p21a
. The ratio ofanormal and anormala

versush is
plotted in Fig. 3. Note that the minimum value ofh is 1. For
p21a

.1, Fig. 3 shows thatanormal is less thananormala
. Increasing

value of h means increasingp21 and q21, resulting in more at-
tenuation. Therefore,h is a measure of attenuation, and
anormal/anormala

decreases for increasingh. For large values ofh,
anormal is much less thananormala

, which would result in an in-
crease inRb . It is interesting to note that forp21a

,1, anormal

reaches a peak and then decreases again. The analogous regime in
radiation is called the regime of ‘‘anomalous dispersion’’@10#.

aa for any angle of incidence is written below only in terms of
u1 @14#

aa~u1!5

4p21a
cos~u1!A12Fv2

v1

sin~u1!G2

F cos~u1!1p21a
A12Fv2

v1

sin~u1!G2G 2 . (36)

Fig. 3 Ratio of the normal transmissivity calculated from the
SMAMM and AMM versus h
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The evaluation ofRb is now a relatively simple task and the
actual derivation is not repeated here as it is available in the lit-
erature@14,6#. But there are a few concepts that are only pertinent
to this work, such as no mode conversion and the presence of a
nonattenuating medium on one side of the interface. If the usual
simplification to make the calculation from only one side of the
interface, by invoking the 2nd law of thermodynamics, is made
then @1,6#

q̇5
3

4p2

1

v1
2 E

0

p/2E
0

vd,

\v3F 1

expS \v

kbT2
D21

2
1

expS \v

kbT1
D21Ga~u,v!sin~u!cos~u!dvdu, (37)

whereq̇ is the net heat flux across the interface,vd,
the smaller

Debye frequency among the two media,\ Planck’s constant, and
kb the Boltzmann constant. Note thata is also a function ofv in
the SMAMM, but is independent ofv in the AMM. The calcula-
tion of q̇ is performed from the side of the nonattenuating me-
dium. This simplifies the analysis because the integration overu
can now be performed without worrying about the critical angle,
as the critical angle generally occurs on the side of the attenuating
medium. The reason for this is that the material having a higher
Debye temperature (ud) is the nonattenuating medium because of
its largerl @12#, and for most pairs of materials used in engineer-
ing v is higher for materials having largerud , thereby making the
nonattenuating medium independent of the critical angle. This fact
about ud and v can be verified for the cases considered in
Swartz’s Ph.D. thesis@1#. For the common dielectric substrates
(Al2O3, MgO etc.!ud is of the order of 1000 K which is generally
much higher than that of the film deposited on them.

Sincea is also a function ofv, an integrated transmission co-
efficient @14,18# cannot be directly defined. But following the
method used in radiation to obtain total hemispherical properties
from the directional spectral properties@11# an integrated trans-
mission coefficient (Gsmamm) for the SMAMM can be defined as

Gsmamm5

E
0

p/2E
0

vd, a~u,v!G~v!

expS \v

kbTD21

sin~u!cos~u!dvdu

E
0

vd, G~v!

expS \v

kbTD21

dv

,

(38)

whereG(v) is the density of states.
Rb is finally given by

Rb5
T22T1

q̇
5

DT

q̇
, (39)

where it is assumed that the net heat flux is from medium 2 to
medium 1. For calculation ofRb a DT of 0.2 K is chosen, and the
results are plotted against the substrate temperature (T1).

4 Rb Calculation for Various Interfaces
Until now the development of the SMAMM is very general in

nature, as there have been no assumptions regarding the scattering
types and conditions~i.e., the value oft has not been fixed!.
Scattering within a solid is a complex phenomenon@12#. Usually
different simplifying assumptions are made to understand differ-
ent properties dependent on the scattering@12,15#. The direct
measurement of the scattering time is a monumental task and
indirect methods are used to calculate the scattering time. One of

the most common methods is to estimatet from thermal conduc-
tivity measurements by using the following kinetic theory expres-
sion @19,20#

K5
1

3
Cv l eff , (40)

whereK is the thermal conductivity,l eff the effective mean free
path, andC the specific heat per unit volume.l eff is given by
Matthiessen’s rule@12# and results from a combination of differ-
ent scattering mechanisms. Some of the common scattering
mechanisms are: lattice imperfections, inelastic scattering, and
boundary scattering@12,21#. Boundary scattering is basically the
reflection at the interface and as already mentioned it is indepen-
dent of scattering occurring in the bulk at very low temperatures
~AMM!, and is dependent on the scattering within the medium at
high temperatures~SMAMM!. There are two types of three-
phonon inelastic scattering: the N process and the U process
@9,21#. Both of these processes conserve phonon energy before
and after the scattering. The N process also conserves momentum
and therefore does not pose any resistance to heat flow@12#. Al-
though N processes have been shown to influence the heat flux
indirectly, it is usually neglected@9#. At very low temperatures
boundary scattering is dominant. At intermediate cryogenic tem-
peratures impurity scattering is important, and as the temperature
increases U processes become prominent@9,21#. It is worth men-
tioning that different temperature regimes are relative and are de-
pendent onud . Room temperature can be considered as very low
temperature for diamond, as itsud is enormously large@9#.

Boundary scattering, which is usually dominant at very low
temperatures, affects bothK and Rb . It does not affectK as the
temperature is increased butRb is still dependent on the boundary
scattering. The effect of bulk scattering on boundary scattering,
which increases as the temperature is increased, has mostly been
neglected in the past because of two reasons:~1! it doesn’t affect
K and~2! lack of applications whereRb plays an important role at
higher temperatures. But now with the increasing trend towards
the miniaturization of devices and the advent of high-temperature
superconductors, accurate prediction ofRb is essential@6,22#. The
bulk scattering affecting the boundary scattering is basically the
scattering occurring very close to the interface. This is because
scattering occurring within one mean free path will only affect the
boundary scattering. The scattering time near the interface is dif-
ferent from the scattering in the bulk of the medium for the rea-
sons shown later.

Even though impurity scattering is dominant at moderate cryo-
genic temperatures, only U processes are considered here as the
idea is to show the effects of scattering onRb and to keep the
analysis simple. But note that the model is very general in nature
and different kinds of scattering can be easily incorporated into
the model.

Several expressions for the relaxation times for U processes are
available in the literature, but which is correct is still a matter of
discussion@19#. The most commonly used expression for the U
process relaxation time,tu , is @21,9#

tu5D̄
T

udv
expS ud

wTD , (41)

wherew is a parameter of the order unity representing the effect of
crystal structure, andD̄ is a nondimensional parameter, given by
@21#

D̄5
Mav

16pg2\
, (42)

whereg is the Grüneisen constant@17#, M the atomic mass, anda
the lattice spacing. Equation~41! shows that there can be multiple
relaxation times because of the dependence onv. But the phonons
of the dominantv are primarily involved in the thermal transport
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process, and sov in Eq. ~41! is usually replaced by the dominant
phonon frequency, given byvd5kbT/\ @9#. With this Eq.~41!
reduces to

tu5D expS ud

wTD , (43)

where

D5
Mav

16pkbg2ud
. (44)

It is interesting to note thatD has the units of time and is generally
of the order of pico-seconds or lower, and it is dependent only on
the properties of the material. The value ofw is taken as 2 for the
present calculations@8,23#. As shown later,Rb is very sensitive to
the value ofD, andD is used as a fitting parameter for the pre-
diction of Rb .

The first set of calculations is performed for a Rh/Al2O3 inter-
face as shown in Fig. 4. The required material properties are listed
in Table 1.v is taken as the Debye speed, and the experimental
data are taken from Swartz’s Ph.D. thesis@1#. Figure 4 shows the
general trend that decreasingD, which means an increasing scat-
tering rate becausetu decreases, increases the value ofRb at
higher temperatures compared to that predicted by AMM. Figure
4 also shows that the SMAMM reduces to the AMM at low tem-
peratures becausetu increases as the temperature is lowered.
AMM and SMAMM match very well with the data at low tem-
peratures, showing that neglecting the mode conversion and using
the Debye speed is not a bad assumption.

At high temperatures the exponential term in Eq.~43! is not
dominant and is of the order unity, andtu is primarily dependent
on D, whereas at low temperatures the exponential term is far
more dominant. The value ofD52.5310216 s gives the best fit
for Rb in Fig. 4. The values ofD (D0) calculated from Eq.~44!
are also listed in Table 1. Using the value ofD0 does not predict
Rb anywhere close to the data but it does predictRb very close to
that of the AMM. The value ofD that provides the best fit to the
experimental data is approximately 3 orders of magnitude lower
thanD0 . SinceD is dependent only on the material properties, its
value near the interface will be different than that in the bulk,
because the properties of the interface material can be different
from those of the bulk@4#. Another reason for the very small
value of D is that we have completely ignored defect scattering,
which can also be prominent at the interface due to substrate
damage@5#. As D is the measure of scattering time, its value is
further reduced by neglecting defect scattering to matchRb with
the experimental data. Although the value ofD is an indication of
the scattering time, the exact value of scattering time at the tem-
peratures under consideration is an order of magnitude more than
the value ofD, as seen by Eq.~43! due to the contribution of the
exponential term. The value oft at 100 K for Rh, assumingD
52.5310216 s ~Fig. 4!, ist>3 fs.

It is also to be remembered that due to substrate damage, the
interface behaves more like an amorphous solid than a crystalline
solid @5#. The mean free path of phonons in an amorphous solid is
generally much lower than in its crystalline counterpart. In amor-
phous quartzl is as much as 3 orders of magnitude lower than that
in crystalline quartz at moderate cryogenic temperatures@19#.
Even though the scattering here is modeled solely as U processes,
the scattering time calculated by using the value oft obtained
from the curve fitting is a reflection of the overall scattering time
due to all scattering sources. Asl or t for amorphous solids can be
more than 2 orders of magnitude less than those for crystalline
solids, it is expected that this will be reflected in the value oft
obtained from theRb experimental data.

The valuet>3 fs is still approximately 5 times lower than the
scattering time possible for amorphous solids. This may be a con-
sequence of the fact that at higher temperatures the Debye DOS is
not a very good assumption@7#. For a YBCO/MgO interface De
Bellis et al.@24# have shown that anRb prediction using a realistic
DOS without considering scattering is approximately 2 times
higher than that predicted by AMM or DMM. If a realistic DOS is
used in the SMAMM model,t will increase compared with that
calculated by using the Debye model. The various studies in the
literature@5# have also indicated the presence of a disordered layer
near the interface. It is reasonable to expect that the measured
value of Rb also includes the bulk thermal resistance of these
layers. Reduced bulk transport in the disordered layer also con-
tributes to the observedRb @5#. Swartz and Pohl@5# tried to ex-
plain the high values ofRb at high temperatures by taking the
worst possible thermal conductivity of these disordered layers, but
were still unable to match the high values ofRb . If from the
measured value ofRb one subtracts out the contribution of the
bulk thermal resistance of these layers, and tries to match the
remainder with the SMAMM prediction, the calculated value oft
will be closer to 10 fs, as expected for an amorphous solid.

In spite of this approximation in choosing the appropriate value
of D to fit through the data, Fig. 4 clearly shows the importance of
scattering in the prediction ofRb . Figure 5 shows a second set of
calculations performed for a YBCO/MgO interface, selected be-
cause of its practical importance@22#. The data are taken from the
work of Phelan et al.@25#. Though the experimental data in actu-
ality are those of EBCO and MgO, owing to the similarity in
properties they can be used in place of YBCO@25#. AgainD is
used as a fitting parameter. The value ofD chosen to match the
data is 4.5310214 s. For YBCOD0 is calculated using an effec-
tive lattice constant and an averageM including all its constitu-
ents. The effective lattice constant is given by@26#

Fig. 4 Comparison of Rb calculated by SMAMM with experi-
mental data †1‡ for RhÕMgO interface

Table 1 Physical properties of the considered materials
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a5
p

~6p2n!1/3, (45)

where n is the atomic density per unit volume@27#. Again the
value ofD chosen to match the data is 3 orders of magnitude less
thanD0 , but the scattering time in the regime of interest is 1 fs,
and some of the reasons for this low value oft for this interface
are the same as those for the Rh/Al2O3 interface. Both Figs. 4 and
5 show that with the proper choice ofD, SMAMM not only pre-
dicts the magnitude but also the general shape of howRb varies
with the temperatureT. Both figures also show that increased
scattering can lead to anRb increasing withT.

The discussions in the preceding paragraphs indicate that the
exact physical composition and properties of the interface are not
known. But SMAMM provides new opportunities to characterize
the interface by matching experimentalRb data with calculated
values by choosing the proper value of the scattering time. Dif-
ferent models of scattering can easily be incorporated in SMAMM
because of its generality. Since the scattering time depends on the
physical properties and the microstructure of the solid, the value
of scattering time obtained fromRb data and applying SMAMM
can be used as a quantitative tool to study the properties near the
interface.

5 Conclusion
A new model called the scattering-mediated acoustic mismatch

model ~SMAMM!, which incorporates scattering in the basic
acoustic mismatch model~AMM!, is developed in this paper.
With the help of a fitting parameter the SMAMM is very success-
ful in predictingRb at high temperatures and reduces to the AMM
at low temperatures. The SMAMM can be used to quantify dif-
ferences in the near interfacial physical properties from those of
the bulk material.
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Nomenclature

a 5 lattice constant~Å!
a8,b8 5 defined in Eq.~12!

c 5 speed of light~m s21!
D 5 parameter in Umklapp scattering; defined in Eq.~44!

~s!

D̄ 5 parameter in Umklapp scattering; defined in Eq.~42!
\ 5 Planck’s constant divided by 2p51.055310234 J s
I 5 intensity ~W m22 sterad21!

I 0 5 equilibrium intensity~W m22 sterad21!
I 0 5 incident intensity~W m22 sterad21!
k 5 wave vector~m21!

kb 5 Boltzmann constant51.3806310223 J K21

l 5 mean free path~m!
M 5 average mass of atoms~kg!
n 5 atomic density~m23!

p8 5 probability
p 5 real part of refractive index
P 5 refractive index
P̃ 5 effective refractive index
q 5 complex part of refractive index
q̇ 5 heat flux~W m22!

r 8 5 reflectance coefficient
R8 5 reflectivity of phonons as defined in Eq.~28!
T 5 temperature~K!
v 5 speed of phonons~m s21!
ṽ 5 complex speed of phonons
W 5 solid angle~sterad!
Yd 5 damped amplitude of vibration~m!
Yi 5 incident amplitude~m!
Yr 5 reflected amplitude~m!

Greek

sabs 5 absorption coefficient~m21!
q 5 damping coefficient~N m21 s!
w 5 defined in Eq.~41!
m 5 direction cosine

sext 5 extinction coefficient~m21!
g 5 Grüneisen constant
G 5 integrated transmission coefficient in the AMM
r 5 mass density~kg m23!
a 5 transmission probability of phonons
l 5 wavelength~m!
u 5 angle of incidence or refraction~rad!

ud 5 Debye temperature~K!
t 5 scattering time~s!
v 5 phonon angular frequency~rad s21!

vd 5 Debye frequency~rad s21!

Subscripts

a 5 properties calculated by AMM
smamm5properties calculated by SMAMM

u 5 Umklapp processes
1, 2 5 sides 1 and 2, respectively
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Experimental Investigations
of Radially Rotating Miniature
High-Temperature Heat Pipes
A radially rotating miniature high-temperature heat pipe employs centrifugal force to
return the condensate in the condenser section to the evaporator section. The heat pipe
has a simple structure, very high effective thermal conductance and heat transfer capac-
ity, and can work in hostile high-temperature environments. In this research, a high-speed
rotating test apparatus and data acquisition system for radially rotating miniature high-
temperature heat pipes are established. Extensive experimental tests on two heat pipes
with different dimensions are performed, and various effects of influential parameters on
the performance characteristics of the heat pipes are investigated. The ranges of the
important parameters covered in the current experiments are: 470<v2Z̄a/g<1881; 47
W<Q<325 W; di51.5 and 2 mm; and 1.0531023 m3/s<W<13.431023 m3/s. The
experimental data prove that the radially rotating miniature high-temperature heat pipe
has a high effective thermal conductance, which is 60–100 times higher than the thermal
conductivity of copper, and a large heat transfer capacity that is more than 300 W.
Therefore, the heat pipe appears to be feasible for cooling high-temperature gas turbine
components.@DOI: 10.1115/1.1332777#

Keywords: Cooling, Heat Transfer, Heat Pipes, High Temperature, Turbines

Introduction

A radially rotating miniature high-temperature heat pipe,
or a radially rotating miniature high-temperature thermosyphon, is
an effective heat transfer device which employs the centrifugal
force in the heat pipe to return the condensate in the condenser
section to the evaporator section, as shown in Fig. 1@1–4#. Com-
bining the traditional air-cooling technique with radially rotating
miniature high-temperature heat pipes for gas turbine blade cool-
ing represents a new cooling method@5#. However, before the
heat pipe is employed for the turbine blade cooling, its perfor-
mance characteristics must be fully understood. Extensive analyti-
cal investigations for various rotating heat pipes have been con-
ducted in the past, and analytical solutions for the vapor
temperature drop along the heat pipe length, liquid film distribu-
tion in the condenser section and heat transfer limitations have
been obtained@1,2,6–11#. Experimental investigations have also
been conducted for some rotating heat pipes. However, these ex-
periments are limited to axially rotating or revolving heat pipes
with a low-temperature working fluid. To the authors’ knowledge,
no experimental study related to high-temperature heat pipes un-
der a radially rotating condition has been conducted in the past.
Also, no attempt has been made in the literature to test miniature
rotating heat pipes having a diameter on the order of 1 mm. To
prove the performance and reliability of the radially rotating min-
iature high-temperature heat pipe and provide experimental evi-
dence of the applicability for the turbine blade cooling applica-
tion, it is necessary to conduct extensive experimental
investigations close to turbine blade cooling conditions, which is
the objective of this study.

Construction of a High-Speed Rotating Test Apparatus
and Fabrication of Radially Rotating Miniature High-
Temperature Heat Pipes

A high-speed rotating test apparatus specially built for the ex-
perimental investigation is shown in Fig. 2. For this particular
apparatus, the major parameters which could be adjusted in the
experiment are the revolution of the test apparatus, heat pipe op-
erating temperatures, heat inputs to the evaporator section, and
cooling-air flow rate in the condenser section. The vibration of the
apparatus should also be controlled to ensure a safe operation. The
shaft is driven by a motor@1# having a revolution range up to
3600 rpm. In order to dampen the vibration of the rotor, a flexible
coupling is used to connect the shaft with the motor. The springs
@3# connecting the rotor and frame would have a significant damp-
ening function when the rotor system has a slight unbalance which
causes vibration. As a result, the rotating test apparatus con-
structed is of certain self-balance capability. Two slip-ring assem-
blies @7# are mounted on the shaft. One is used to supply the
electrical current from the power transformer to the heater that
provides the heat input to the heat pipe evaporator, and the other
is used to feed the temperature data from the thermocouples
mounted on the heat pipe shell to the data acquisition system. The
rotor disk of the apparatus consists of an inner cylinder@10# and
an outer cylinder@11#. The inner cylinder is mounted on the shaft,
and the outer cylinder is in turn fixed on the inner cylinder. The
radially rotating miniature high-temperature heat pipe is mounted
in the outer cylinder. To balance the rotor system, a counter
weight @9# is also mounted in the cylinder opposite the heat pipe.
The heater cap@12# connected to the outer cylinder has two func-
tions: one is for the protection of the heater, and the other is for
adjusting the cooling-air flow rate over the condenser section
through the adjustment of the cooling-air flow window on the
heater cap. The flow rate of the cooling air can be calculated
through the averaged relative velocity at which the cooling air
flows through the window and the area of the window. If the
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diameter of the outer cylinder is extended, the rotating radius of
the heat pipe could be increased.

In general, gas turbine blades are made of nickel-based alloys.
Considering the high costs and difficulty in fabrication of the heat
pipe using a nickel-based alloy, the heat pipes tested are high-
temperature sodium/stainless steel~Type 304W!heat pipes. Two
radially rotating miniature high-temperature heat pipes of 80 mm
in length were designed. One has an inner diameter of 1.5 mm and
the other 2 mm. The heat pipes designed are shown in Fig. 3. To
facilitate sodium charge for the heat pipe, a reservoir with a di-
ameter of 4 mm and length of 5 mm was designed on top of the
heat pipe evaporator section. The two heat pipes have the same
outer diameter, 6 mm, and the same evaporator and condenser
lengths, 40 mm. Four circular fins were manufactured on the outer
surface of the condenser section to enhance the convection heat
transfer in this region. To install the heat pipe onto the rotating
disk, threads were machined at the condenser end so that the heat
pipe could be screwed into the outer cylinder of the high-speed
rotating test apparatus. The sodium charge for the heat pipes was
undertaken by Thermacore, Inc.

For the heat pipe with an inner diameter of 1.5 mm, the sodium
charge was approximately 0.06 g, and the sodium charge for the
other heat pipe with an inner diameter of 2 mm was approxi-
mately 0.08 g.

Five thermocouples of typeK were used to measure the heat
pipe temperature distribution along the heat pipe length. Two ther-
mocouples were installed at the end cap and the outlet of the
evaporator section, respectively, to measure the temperatures in
the evaporator section, and the other three thermocouples were
mounted in the condenser section to measure the temperature dis-
tribution in that section, as shown in Fig. 3.

The heater was mounted on the evaporator sections firmly, and
the insulation material of about 16 mm in thickness was clamped
between the heater cap and heater to reduce the heat loss from the
heater to the surroundings.

Experimental Results and Startup Behavior
According to the analytical investigation on a radially rotating

miniature high-temperature heat pipe@12#, the temperature distri-
bution along the heat pipe length without an adiabatic section can
be expressed by the following relations:

Evaporator Section,LcÏzÏL

Tv,z5Tv,e2
TvFvQc

hf grv sinf H Leff2FL2
~L2z!2

L2Lc
G J

2
Tvv2 sinf

hf g
F S z01

1

2
L DL2S z01

1

2
zD zG (1)

Fig. 1 Schematic of radially rotating heat pipes

Fig. 2 Schematic of the high-speed rotating test apparatus

Fig. 3 Schematic of radially rotating miniature heat pipes „d
Ä1.5 and 2 mm…
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Condenser Section,0ÏzÏLc

Tv,z55
DTv,z2DTv,L1Tv,Lc

2c@exp~m~2Lc2z!!2exp~mz!#

Lc,n<z<Lc

Ts1a2DTv,L1DTv,z1a@exp~mz!21#

0<z<Lc,n ,
(2)

where

m5F 2r ohc

kp~r 0
22r i

2!
G 1/2

,

Lc,n is the condenser length occupied by non-condensable gases,
andDTv,z andDTv,L are the temperature drop fromz50 to z and
the total temperature drop along the entire heat pipe length, re-
spectively, without the diffuse effects of non-condensable gases.
The expression forDTv,z is given by the following equation:

DTv,z5H TvFvQc

2hf grvLc sinf
z21

Tv

hf g
Fv2S z01

1

2
z sinf D zG ~0<z<Lc!

TvFvQc

2hf grv sinf FL2
~L2z!2

L2Lc
G1

Tv

hf g
Fv2S z01

1

2
z sinf D zG ~Lc<z<L !.

(3)

From these analytical relations, it can be seen that the tempera-
ture distribution along the heat pipe length is a function of rotating
speed, geometrical size of the heat pipe, working fluid properties,
heat input in the evaporator section, cooling condition in the con-
denser section, and diffuse effects of non-condensable gases. In
the experiments that follow, the tilt angle,f, of the heat pipes is
fixed at 90 deg. The ranges of the parameters that are covered in
experiments~heat inputs, geometric dimensions, flow rates of the
cooling air, and the rotating frequencies! are as follows: 47W
<Q<325 W; di51.5 and 2 mm;L580 mm; Lc5Le540 mm;
La50; 30Hz<f <60Hz; 1.0531023 m3/s<W<13.431023

m3/s; 470<v2Z̄a/g<1881.
To illustrate the effectiveness of the heat pipe, Fig. 4 shows the

comparisons between the experimental data and closed-form ana-
lytical solution along the heat pipe length and the temperature
distributions along a heat pipe container~the heat pipe shell with-
out charging any working fluid! with the same flow rate of cooling
air, dimensionless centrifugal forces, and geometrical dimensions.

From Fig. 4, it can be seen that the heat transfer capacity of the
heat pipe container is very low, which is 47 W for the container
with an inner diameter of 2 mm, and 60 W for that of 1.5 mm. The
temperature distributions along most of the container length are
approximately linear, and the temperature in the portion near the
end of the container is close to the temperature of the cooling air.
For the heat pipes under the same operating conditions, much
more heat can be transferred, which is up to 280 W for the heat
pipe with an inner diameter of 2 mm, and 250 W for that of 1.5
mm. If the thermal conductivity of the copper is taken to be 386
W/m-°C, the effective heat conductance of the heat pipes is about
60–100 times higher than the thermal conductivity of copper.
This is in turn about 1000–1700 times higher than the conductiv-
ity of the stainless steel used as the shell in the current study.
These comparisons from Fig. 4 prove that radially rotating minia-
ture high-temperature heat pipes can work very effectively and
reliably. Their heat transfer capacities are much higher than any
metals available.

It can be seen from the experimental data that the temperature
distributions along the evaporator section and most of the con-
denser section are nearly uniform. It indicates that the heat pipe
works perfectly in these sections. However, there exists a large
temperature gradient near the end cap of the condenser. This large
temperature gradient may be attributable to the non-condensable
gases remaining in the heat pipe that were swept to the condenser
end cap by the vapor flow. It is believed that during the sodium
charging process, the air was not completely driven out of the heat
pipe before the sealing of the heat pipe@12#.

In addition, the condenser end is mounted onto the outer cylin-
der of the high-speed rotating test apparatus with a screw thread.

A large, extra heat sink is thus formed at the condenser end, and
some heat from the condenser end is directly transferred into this
heat sink. As a result, the heat pipe temperature near the con-
denser end is forced to stay at a low level close to the temperature
of the outer cylinder. The closed-form analytical solution from
Eqs.~1!–~3! gives the temperature distributions along the dimen-
sionless heat pipe length with the diffuse effect of non-
condensable gases, but without taking into consideration of the
heat sink at the condenser end. Comparing the closed-form ana-
lytical solutions with the experimental data in Fig. 4, it is evident

Fig. 4 Comparisons of temperature distributions and heat in-
puts between the experimental data, closed-form analytical so-
lution „L c,nÄ4 mm …, and the heat pipe container: „a… v2Z̄a Õg
Ä470, d iÄ2 mm, WÄ6.7Ã10À3 m3Õs; „b… v2Z̄a ÕgÄ470, d iÄ1.5
mm, WÄ6.7Ã10À3 m3Õs.
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that the closed-form analytical solution from Eqs.~1!–~3! is in
good agreement with the experimental results in the entire evapo-
rator section and most of the condenser section. Due to the exis-
tence of the heat sink at the condenser end, however, a relatively
large deviation from the experimental data occurs close to the
condenser end.

Figure 5 illustrates typical temperature distributions of the two
heat pipes along the heat pipe length in the process of heat pipe
startup. At t50, a heat input of about 176 W was applied sud-
denly to the heat pipe evaporator section through the heater de-
scribed earlier. At the initial moments, the temperatures along the
heat pipe length were unaffected because of the retardation of the
heat transfer from the heater to the heat pipe, as shown in Fig. 5.
With an increase in time, the temperatures in the center of the
evaporator section rose faster than those near the end cap of the
evaporator, and the condenser sections were still at a temperature
close to the ambient temperature.

Because the evaporator end has a larger metal mass and holds
almost all of the solid sodium, it needs to absorb more heat to
raise its temperature. In general, this phenomenon, in which the
temperature at the outlet of the evaporator section was higher than
that at the end cap of the evaporator, lasted only about 60 s. After
that time, the temperature at the end cap of the evaporator rose
higher than that at the outlet of the evaporator section, and the
temperature in the condenser section increased gradually due to
the axial heat conduction along the container wall.

As the temperature in the evaporator section was further in-
creased, the sodium in the evaporator section was vaporized. The
generated vapor flowed from the evaporator section to the con-
denser section, and the heat pipe started to be operational. As a
result, the temperatures along the heat pipe length rose quickly.
After about 800–1200 s, the temperature distribution along the
heat pipe length reached a steady state and the process of the heat

pipe startup was completed. Similar to the startup of a high-
temperature heat pipe under a non-rotating condition@13#, the
startup behavior of the current rotating heat pipe is frontal in
nature with a sharp drop off in temperature across of vapor front
and no pressure recovery in the condenser.

Operating Characteristics of Radially Rotating Minia-
ture High-Temperature Heat Pipes

As mentioned earlier, several parameters would significantly
influence the performance of the heat pipe. These parameters and
their influence on the heat pipe performance are examined next.

Effect of Heat Inputs. Figure 6 shows the steady-state tem-
perature distributions along the heat pipe length with different
heat inputs for both heat pipes. At a low heat input in the evapo-
rator section, most of the condenser section remains inactive with
its temperature close to the cooling-air temperature. As the heat
input is increased, the active zone expands from the evaporator
section into the condenser section towards the condenser end cap.
The active length of the condenser at the steady state is deter-
mined by the surface area necessary to reject the heat applied in
the evaporator section. With a low heat input and a relatively high
rotating speed, which would provide a high heat transfer coeffi-
cient, only a small portion of the total condenser surface area is
needed to reject the applied heat. As a result, most of the con-

Fig. 5 Temperature distributions along the heat pipe length
with the diffuse effects of non-condensable gases during
the heat pipe startup process: „a… v2Z̄a ÕgÄ470, d iÄ1.5 mm,
QÄ176 W; „b… v2Z̄a ÕgÄ470, d iÄ2 mm, QÄ175 W.

Fig. 6 Temperature distributions along the dimensionless
heat pipe length with different heat inputs: „a… v2Z̄a ÕgÄ470,
d iÄ2 mm, WÄ6.7Ã10À3 m3Õs; „b… v2Z̄a ÕgÄ470, d iÄ1.5 mm,
WÄ6.7Ã10À3 m3Õs.
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denser would remain inactive at the steady state when the heat
input is low. In the current experiment, the inactive part of the
condenser may also be attributable to the existence of non-
condensable gas remaining in the heat pipe.

When the flow rate of cooling air, dimensionless centrifugal
force, and inner diameter of the heat pipe are fixed, the operating
temperatures in the evaporator section will be increased with an
increase in the heat input, and consequently the temperature along
the condenser section will go up, as shown in Fig. 6. Accordingly,
the heat transfer characteristics and effective thermal conductance
will be improved significantly. When the heat input is further
increased and reaches about 300 W for the heat pipe with an inner
diameter of 2 mm, as shown in Fig. 7, the temperature distribution
stays relatively uniform until reaching the region close to the con-
denser end. Also, a temperature peak emerges near the condenser
end, as shown in Fig. 7. With an increase in the heat input, a large
amount of vapor is generated in the evaporator section and the
vapor flows with a high speed towards the end of the condenser
section. Because of this high speed, the vapor compressibility
would take effect, and the vapor flow has reached the choked
condition. The vapor continues to expand in the condenser sec-
tion, which is followed by a pressure recovery. Owing to the
effect of non-condensable gases and the heat sink at the condenser
end, the temperature at the condenser end is forced to stay at a
relative low temperature. As a result, a temperature peak would
appear near the end of the condenser section.

Effects of Flow Rates of the Cooling Air. Flow rate of the
cooling air in the condenser section has a dominant influence on
the operating temperature level of the heat pipe. As the flow rate
of the cooling air is increased, the convective heat transfer coef-
ficient at the outer surface of the condenser section is increased.
Therefore, the heat transfer capacity at the outer surface of the
heat pipe is increased. If the heat input is kept at a constant, as the
cooling air flow rate is increased, the operating temperature of the
heat pipe will be decreased, the working section of the condenser
will be shortened, and the temperature distributions along the con-
denser section will become less uniform near the condenser end.
In this case, when the operating temperature is too low and the
heat input is too high, the sonic limit of the heat pipe will be
reached.

Figure 8 compares the temperature distributions along the heat
pipe length with different cooling-air flow rates when the tem-
perature of the cooling air is kept at 30°C. It can be seen from the
figure that, for the same heat input and dimensionless centrifugal
force, the temperature along the heat pipe length is increased with
a decrease in the flow rate of the cooling air. Due to this increased

heat pipe temperature, the vapor pressure is accordingly increased.
At the same time, the non-condensable gases in the heat pipe are
more likely to be compressed towards the condenser end owing to
the increased vapor pressure. As a result, the non-condensable
gases would occupy a smaller portion of the condenser section,
and the temperature distribution near the condenser end would
become more uniform.

Effects of Dimensionless Centrifugal Forces. At a higher
revolution or rotating frequency, the dimensionless centrifugal
force plays a dominant role in the temperature drop along the heat
pipe length. With an increase in the dimensionless centrifugal
force, the vapor pressure and temperature drops along the heat
pipe length will be increased. Therefore, to some degree, the di-
mensionless centrifugal force dominates the slope of the tempera-
ture distribution and the temperature drop along the heat pipe
length.

Although the dimensionless centrifugal force has a similar ef-
fect on the total temperature drop along the heat pipe length com-
pared to that of the cooling-air flow rate, the mechanisms that
cause the change of the temperature drop are different. As the
cooling-air flow rate is increased, the convection on the outer
surface of the condenser section will be intensified, the working
section of the condenser will be shortened, and the temperature
gradient along the condenser length will become steeper. But the
slope of the temperature distribution along the evaporator section
would remain a constant. On the other hand, when the dimension-

Fig. 7 Temperature distributions along the dimensionless
heat pipe length with different rotating frequencies and flow
rates of the cooling air „v2Z̄a ÕgÄ1306, d iÄ2 mm, WÄ11.2
Ã10À3 m3Õs…

Fig. 8 Comparisons of temperature distributions along the di-
mensionless heat pipe length with different flow rates of the
cooling air: „a… v2Z̄a ÕgÄ470, d iÄ2 mm, QÄ200 W; „b…
v2Z̄a ÕgÄ1306, d iÄ2 mm, QÄ200 W.
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less centrifugal force is increased, the temperature drop caused by
the vapor centrifugal force will be increased, and the total tem-
perature drop including that in the evaporator section will be in-
creased. Therefore, the analysis here is limited to the slope of
temperature distributions along the evaporator section in order to
illustrate the effects of dimensionless centrifugal forces.

Figure 9 shows temperature distributions along the heat pipe
length at different rotating frequencies. As shown in the figure, at
a low rotating frequency,f 530 Hz, which corresponds to a di-
mensionless centrigual force,v2Z̄a/g, of 470, the slopes of the
temperature distributions along the evaporator section are rela-
tively small and temperature distributions in the evaporator sec-
tion are relatively uniform. When the rotating frequency is in-
creased fromf 530 Hz to 60 Hz, the slope of the temperature
distribution in the evaporator section becomes steeper with an
increased temperature drop in the evaporator section.

Effects of Inner Diameters of the Heat Pipes. The inner
diameter of a heat pipe determines the cross-section area of vapor
flow in the heat pipe. The analytical investigation indicates that
for the incompressible flow, the temperature and pressure drops
along the heat pipe length are mainly due to the friction and cen-
trifugal forces of the vapor flow if the effect of the non-
condensable gases is neglected, as shown in Eq.~3!.

The first term on the right hand side of Eq.~3! represents the
friction of the vapor flow, and the second term is the centrigual

force. The friction of the vapor flow is proportional toFv . Fv is
the frictional coefficient for the vapor flow which is inversely
proportional tor v

4, wherer v is the vapor core radius@4#. For a
heat pipe with a larger diameter, the friction is usually small and
negligible. But for a miniature heat pipe,Fv in the heat pipe will
increase dramatically with a decrease inr v . As a result, a minia-
ture heat pipe having a smaller inner diameter must be subject to
a larger friction of the vapor flow, which results in a larger tem-
perature drop along the heat pipe length. Conversely, for a radially
rotating heat pipe having a larger inner diameter, the friction ex-
erted on the vapor flow is smaller.

Figure 10 shows the comparisons of temperature distributions
along the heat pipe length for the two heat pipes with inner diam-
eters of 2 mm and 1.5 mm, respectively. It is evident that the
temperature drop along the heat pipe with an inner diameter of 1.5
mm is larger than that with an inner diameter of 2 mm when the
heat input, dimensionless centrifugal force, and flow rate of cool-
ing air are kept at constants. On the other hand, the operating
temperature in the evaporator section of the heat pipe is higher
when the inner diameter is smaller. This is because a higher pres-
sure drop is needed to overcome the friction of vapor flow in the
heat pipe having a smaller inner diameter. Accordingly, the satu-
rated temperature in the evaporator section of the heat pipe having
a smaller inner diameter is higher. This trend would be more
evident with a further decrease in the inner diameter of the heat
pipe.

Fig. 9 Temperature distributions along the dimensionless
heat pipe length with different rotating frequencies: „a… Q
Ä225 W, d iÄ1.5 mm; „b… QÄ225 W, d iÄ2 mm.

Fig. 10 Comparisons of temperature distributions along the
dimensionless heat pipe length with different inner diameter:
„a… QÄ200 W, v2Z̄a ÕgÄ470, WÄ6.7Ã10À3 m3Õs; „b… QÄ200 W,
v2Z̄a ÕgÄ1881, WÄ13.4Ã10À3 m3Õs.
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Error Analyses of Experimental Measurements
The errors of experimental results include the uncertainties in

temperature and heat input measurements. In all experiments, the
accuracy of type K thermocouples was 0.5°C, the accuracy related
to the slip ring which was used to transfer the temperature signals
was about 0.5 percent, and the temperature accuracy of the
HP34970 Data Acquisition system is about 0.2 percent. In addi-
tion, since it was difficult to weld the thermocouples onto the heat
pipe shell, a high-temperature chemical cement was used to hold
the thermocouples in the small holes drilled in the heat pipe shell.
Therefore, it was possible to result in an error in the temperature
measurement due to potential contact thermal resistance between
the thermocouples and the heat pipe shell. If the error caused by
the contact thermal resistance was assumed to be 1 percent, the
totally maximum uncertainty in the temperature measurement was
about 2 percent.

The flow rate of the cooling air is calculated through the aver-
aged relative velocity of the cooling air and the area of the
cooling-air flow window. The totally maximum uncertainty for
the flow rate of the cooling air is estimated to be about the 5
percent.

For the measurement of the heat input, the heater in the evapo-
rator section was insulated with an insulation material of 16 mm
in thickness. The insulation material was clamped between the
heater and the heater cap in order to reduce the heat losses in the
evaporator section. It was measured in experiments that the tem-
perature on the outer surface of the heater cap was about
40–45°C, which corresponds to a maximum heat loss of about 25
W when the highest temperature in the evaporator section was
between 800–850°C and the heat input was 250–300W. On the
other hand, the maximum fluctuation range of the heat input in
experiments was62 W, which would result in an error of about
0.8 percent for the heat input. If the accuracy of the wattmeter and
slip ring for the heat input was about 1.5 percent, the maximum
uncertainty in the heat input was about 10 percent.

Conclusions
Based on the experimental investigations presented in this pa-

per, the following conclusions may be made:

1 The radially rotating miniature heat pipe can work effectively
and reliably in the reported laboratory environment, and has a
high effective thermal conductance~60–100 times higher than the
thermal conductivity of copper!.

2 Heat input has a very important influence on the temperature
distributions and heat transfer characteristics of the heat pipe.
With an increase in the heat input, the temperature level in the
condenser sections will go up. Accordingly, the heat transfer char-
acteristics and effective heat conductance of the heat pipe will be
improved significantly.

3 The flow rate of the cooling air in the condenser section has
a dominant influence on the temperature distribution of the heat
pipe. When the flow rate of the cooling air is increased, the heat
transfer capacity at the outer surface of the condenser will be
increased. As a result, the operating temperature of the heat pipe
will be reduced, the working section of the condenser will be
shortened, and the temperature distributions near the condenser
end will become steeper.

4 The inner diameter of a heat pipe determines the cross-
section area of the vapor flow in the heat pipe. The miniature heat
pipe with a smaller inner diameter will have a larger temperature
drop along the heat pipe than that with a larger inner diameter
when the heat input, flow rate of cooling air and dimensionless
centrifugal force are kept the same.
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Nomenclature

a,c 5 constants
d 5 heat pipe diameter, m

Fv 5 frictional coefficient of vapor flow
g 5 gravitational acceleration, m/s2

hc 5 average heat transfer coefficient in the condenser sec-
tion, W/m2-K

hfg 5 latent heat of vaporization, J/kg
kp 5 thermal conductivity of heat pipe wall, W/m-K
L 5 length of heat pipe, m
m 5 coefficient, 1/m
Q 5 heat transfer rate, W
r 5 heat pipe radius, m
T 5 temperature, K
W 5 flow rate of cooling air, kg/m3

z 5 axial location of heat pipe, m
z0 5 revolving radius from the heat pipe bottom to the origin

of the coordinate system, m
Z̄a 5 average revolving radius of the heat pipe, m
f 5 tilt angle between the heat pipe centerline and the radial

line of the rotating axis, degree
r 5 density, kg/m
v 5 angular velocity, rad/s

Subscripts

a 5 adiabatic section
c 5 condenser
e 5 evaporator

eff 5 effective
i 5 inner
o 5 outer
s 5 surrounding
v 5 vapor phase
z 5 axial location
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The Effect of Working Fluid
Inventory on the Performance of
Revolving Helically Grooved Heat
Pipes
The results of a recently completed experimental and analytical study showed that the
capillary limit of a helically-grooved heat pipe (HGHP) was increased significantly when
the transverse body force field was increased. This was due to the geometry of the helical
groove wick structure. The objective of the present research was to experimentally deter-
mine the performance of revolving helically-grooved heat pipes when the working fluid
inventory was varied. This report describes the measurement of the geometry of the heat
pipe wick structure and the construction and testing of a heat pipe filling station. In
addition, an extensive analysis of the uncertainty involved in the filling procedure and
working fluid inventory has been outlined. Experimental measurements include the maxi-
mum heat transport, thermal resistance and evaporative heat transfer coefficient of the
revolving helically grooved heat pipe for radial accelerations ofuaW r u50.0, 2.0, 4.0, 6.0,
8.0, and 10.0-g and working fluid fills of G50.5, 1.0, and 1.5. An existing capillary limit
model was updated and comparisons were made to the present experimental data.
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Introduction
Helically-grooved heat pipes~HGHPs!have potential applica-

tions in the thermal management of rotating equipment such as
aircraft alternators, large-scale industrial electric motors, and spin-
ning satellites. In two recent studies@1,2#, the performance of
revolving HGHPs was investigated. It was found that the capillary
limit increased with the strength of the acceleration field perpen-
dicular to the heat pipe axis. In order to move HGHPs closer to
application, knowledge must be gained concerning the sensitivity
of the capillary limit to working fluid fill amount, since variations
in the fill amount are inevitable during the manufacture of these
devices. Very few studies were available concerning the effect of
working fluid fill on the performance of axially grooved heat
pipes, but those found have been outlined below. In addition,
synopses of the two aforementioned studies on revolving HGHPs
have also been provided.

Brennan et al.@3# developed a mathematical model to deter-
mine the performance of an axially grooved heat pipe which ac-
counts for liquid recession, liquid-vapor shear interaction and
puddle flow in a 1-g acceleration environment. The model consid-
ered three distinct flow zones: the grooves unaffected by the
puddle, the grooves that emerge from the puddle, and the grooves
that are submerged by the puddle. The model for the puddle con-
sisted of satisfying the equation of motion for the puddle and the
continuity equation at the puddle-groove interface, and was solved
by a fourth-order Runge-Kutta integration method with self-
adjusting step sizes. The assumptions made by the model for the
puddle were uniform heat addition and removal with a single
evaporator and a single condenser section, and one-dimensional
laminar flow in the puddle. The transport capability of the grooves
unaffected by the puddle and the grooves extending beyond the
puddle were approximated by a closed-form solution with laminar
liquid and vapor flow. The working fluids used for the experiment

were methane, ethane, and ammonia. Brennan et al.@3# stated that
the mathematical model agreed well with the experimental data
for ideally filled and overfilled heat pipes, but some differences
were noted for underfilled heat pipes. In general, it was found for
ideally filled heat pipes the predicted transported heat was higher
than that measured. Also, this discrepancy was more significant
for lower operating temperatures. In addition, it was found during
the experiments that the maximum transported heat increased with
fill volume.

Vasiliev et al.@4# performed a series of experiments on an alu-
minum axially grooved heat pipe which was overfilled and ideally
filled. The width and height of the grooves werew50.123 mm
andh50.7 mm, respectively, with an overall heat pipe length of
Lt580.0 cm. The working fluids were acetone and ammonia. Va-
siliev et al. showed that the temperature difference from the
evaporator to the adiabatic regions increased at a much slower rate
with increasing overfills. This was attributed to a thin film of
liquid emerging from the overfill pool wetting the upper grooves.
Vasiliev et al. stated that this thin film was lifted over the grooves
by capillary forces due to microroughness on the groove surface.
A mathematical model was developed for low temperature axially
grooved heat pipes to estimate heat pipe performance for 0-g and
1-g applications. The mathematical model was a set of boundary-
value problems applied to each groove and was solved by a nu-
merical iteration method. The model was based on pressure bal-
ance equations and mass continuity written for a single groove.
The temperature of the vapor in the adiabatic region was an input
parameter, and the vapor pressure gradient was assumed to be
one-dimensional. In addition, the liquid-vapor shear stress was
assumed to be constant, and the starting liquid film thickness was
of the same order of magnitude as the groove microroughness.
Very good agreement was reported between the mathematical
model and experimental transported heat results for ideally filled
and overfilled heat pipes under gravity.

Thomas et al.@2# presented experimental data obtained from a
helically grooved copper heat pipe which was tested on a centri-
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fuge table. The heat pipe was bent to match the radius of curva-
ture of the table so that a uniform transverse~perpendicular to the
axis of the heat pipe! body force field could be applied along the
entire length of the pipe. The steady-state performance of the
curved heat pipe was determined by varying the heat input~Qin
525 to 250 W!and centrifuge table velocity~radial acceleration
uaW r u50.01 to 10-g!. It was found that the capillary limit increased
by a factor of five when the radial acceleration increased from
uaW r u50.01 to 6-g due to the geometry of the helical grooves. A
model was developed to calculate the capillary limit of each
groove in terms of centrifuge table angular velocity, the geometry
of the heat pipe and the grooves, and the temperature-dependent
working fluid properties. The agreement between the model and
the experimental data was satisfactory.

Klasing et al.@1# developed a mathematical model to determine
the operating limits of a revolving helically grooved straight heat
pipe. The capillary limit calculation required an analysis of the
total body force imposed by rotation and gravity on the liquid
along the length of the helical grooves. The boiling and entrain-
ment limits were calculated using methods described by Faghri
@5#. It was found that the capillary limit increased significantly
with rotational speed due to the helical geometry of the heat pipe
wick structure. The maximum heat transport was found to be a
function of angular velocity and tilt angle from horizontal. In
addition, a minimum value of angular velocity was required to
obtain the benefits of the helical groove geometry.

The first objective of the present study was to determine the
sensitivity of the performance of revolving HGHPs to the working
fluid fill amount. This required a precise knowledge of the geom-
etry of the heat pipe and helical grooves. In addition, a precision
filling station was constructed and calibrated to determine the un-
certainties involved in the filling procedure. The copper-ethanol
heat pipe was tested on a centrifuge table at Wright-Patterson
AFB ~AFRL/PRPG!to determine the capillary limit, thermal re-
sistance and evaporative heat transfer coefficient for fill ratios of
G50.5, 1.0, and 1.5, and radial accelerations ofuaW r u50.01, 2.0,
4.0, 6.0, 8.0, and 10.0-g. The second objective of the present study
was to improve the existing analytical capillary limit model de-
veloped by Thomas et al.@2# using the above-mentioned geomet-
ric measurements and by using improved equations for the work-
ing fluid properties.

Determination of Heat Pipe Working Fluid Inventory
The objective of this analysis was to determine the working

fluid inventory of a HGHP, which consists of the mass of liquid in
the grooves and the mass of vapor in the vapor space. Since the
heat pipe is a closed container under saturation conditions, the
total mass of working fluid in the heat pipe is given by

mt5mv1ml5
Vvs

vv
1

GVgr

v l
, (1)

where G5Vl /Vgr is the ratio of the volume of liquid to total
groove volume. The volume of the vapor space is

Vvs5
p

4
Dvs

2 Lt1Vgr~12G!. (2)

The second term in Eq.~2! accounts for the increase or decrease
in the vapor space volume when the parameterG is varied. The
total volume of the grooves is

Vgr5LgrNgrAgr . (3)

A cross-sectional view of a typical helical groove in the experi-
mental test article is shown in Fig. 1. The cross-sectional area of
the trapezoidal groove accounts for the differing side angles.

Agr5wh1
1

2
h2~ tanu11tanu2! (4)

The total length of each groove is

Lgr5LtF S 2pr h

p D 2

11G1/2

. (5)

The radius of the helix is given by

r h5
1

2
~Dvs1h!. (6)

The helical pitch is the distance through which the helix makes
one revolution around its radius.

p5
2p~s2s1!

~f2f1!
(7)

The helix anglef corresponds tos, which is the distance traveled
along the centerline of the heat pipe.

In order to calculate the working fluid inventory for the HGHP,
measurements of the appropriate geometric parameters were
made. In addition, an extensive analysis was performed to deter-
mine the uncertainties of both the measured and calculated vari-
ables used in finding the working fluid inventory.

The physical variables given in Eq.~4! for the cross-sectional
area of the grooves have been measured. A sample of the HGHP
container was set in an epoxy resin mold, polished, and examined
under a microscope with 503magnification. Computer software
was used to make bitmap pictures of ten different grooves and a
microscopic calibration scale. These pictures were then analyzed
to determine the geometric values shown in Fig. 1. Since the
corners at the top of the land between grooves were not well
defined, a special procedure was established to determine the ge-
ometry of the grooves. First, lines were drawn along the bottom
and sides of each groove. Then, a line was drawn across the bot-
tom of the land between grooves, as shown in Fig. 1. This line
was then transposed to the top of the land. The intersections be-
tween this line and the lines along the sides of the groove were
defined as the upper corners of the groove. Note that the two lines
along the land tops are at different angles due to the radius of
curvature of the heat pipe container. The anglesu1 and u2 , and
the height and width of the grooveh and w were found using a
bitmap picture of the microscopic calibration scale as described
by Castle@6#.

An optical comparator was used to determine the vapor space
diameter of the heat pipe container sample. The cross hairs of the
optical comparator were carefully aligned with the top of the land
between grooves on the left edge of the pipe. The comparator
table was then moved until the land tops on the right edge of the
pipe were aligned with the cross hairs. The diameter of the heat
pipe vapor space was the distance of the table movement.

The helical groove pitch was found using a vertical milling
machine and an angular displacement transducer. The heat pipe
container material was originally 1 m long. Approximately one-
half was used to form the heat pipe, and the other half was used to
determine the pitch. The rotation angle (f2f1) and the corre-
sponding distance along the centerline of the heat pipe (s2s1)
has been found as shown in Fig. 2~a!.

A heat pipe holding device was constructed from two angle
aluminum uprights mounted to the table of a vertical milling ma-

Fig. 1 Helical groove geometry
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chine. Precision alignment blocks were attached to the undersides
of the uprights to engage one of the grooves in the milling ma-
chine table for improved alignment. Nylon bushings were placed
in the uprights to center both the heat pipe container and the shaft,
which was concentric with the heat pipe container. A small pin
was made from a 1.58 mm~0.0625 in!dowel pin, where one end
was ground to 0.26 mm to fit in the base of the helical groove.
This sprung pin was set in a hole in the shaft where it engaged one
of the grooves, as shown in Fig. 2~b!. An angular displacement
transducer was mounted onto another piece of angle aluminum. A
vertical 6.35 mm~0.25 in! dowel pin was placed in the angle
aluminum to align with the angular displacement transducer shaft.
The dowel pin was held by a collet installed in the milling ma-
chine spindle in order to fix the location of the displacement trans-
ducer. The shaft of the transducer was linked to the shaft within
the heat pipe by three set screws. As the milling machine table
moved the pipe over the stationary shaft, the pin followed the
helical groove, causing the shaft to rotate. The angular displace-
ment transducer measured this rotation. A multimeter was used to
measure the output voltage of the angular displacement trans-
ducer. The distance of the table movement was (s2s1), which
was read from the milling machine display unit. The transducer
output voltage was measured over 10 cm lengths for ten different
groups. Backlash errors were avoided by not reversing the table
movement while taking data. The pitch was calculated using Eq.
~7! at a point in the center of each 10 cm length. An average of 88
values were used to calculate the helical pitch.

Using the analysis given by Miller@7#, the root-sum-square
uncertainties for the groove cross-sectional area, helical pitch, he-

lix radius, groove length, groove volume, vapor space volume,
and total mass of the working fluid inventory have been calcu-
lated. The measured and calculated uncertainties for all geometric
variables presented are shown in Table 1.

A literature survey was completed to determine the specific
volumes of ethanol vapor and liquid at various saturation tempera-
tures, as shown in Fig. 3. This information was needed to deter-
mine the total mass and uncertainty of the working fluid inventory
mt6Dmt . While existing texts report these properties@5,8–12#, it
was found that most simply referred to previous sources. There-
fore, the data shown in Fig. 3 represent information gathered from
primary sources that cannot readily be traced further. In Fig. 3~a!,
the available data for the specific volume of liquid in the range of
Tsat50 to 100 °C are relatively scattered. Vargaftik@13# stated
that the ethanol used was 96 percent pure by volume, with water
making up most of the other 4 percent. Ethanol is aggressively
hygroscopic, so special procedures are required for further purifi-
cation as outlined by Timmermans@14# concerning anhydrous
ethanol. Since the data by Timmermans@14# and TRC@15# are
nearly coincident, it is believed that the data reported by TRC@15#
are also for anhydrous ethanol. Dunn and Reay@16# do not pro-
vide information concerning purity. Therefore, the Vargaftik@13#
data and the Dunn and Reay@16# data have been discarded in Fig.
3~a!. In Fig. 3~b!, the deviation of the Dunn and Reay@16# data
for the specific volume of vapor is significant. Therefore, the
Dunn and Reay@16# data has been discarded in Fig. 3~b!. Poly-
nomial curve fits from 0<Tsat<100 °C have been obtained for the
data shown in Figs. 3~a!and 3~b! for the specific volumes of
liquid and vapor ethanol. These curve fits have been evaluated at
room temperature to determine the proper values to be used in the
uncertainty analysis, since the heat pipe was filled at room tem-
perature. Information concerning the uncertainty of the original
data was not available. Therefore, the uncertainties of these prop-
erties have been estimated to be the maximum variance of the data
from the curve fits (Dv l53.531028 m3/kg, Dvv50.39 m3/kg).
The specific volumes of liquid and vapor ethanol~m3/kg! as func-
tions of saturation temperature~°C! are shown below for the range
0<Tsat<100 °C

v l5exp~a01a1Tsat1a2Tsat
2 1a3Tsat

3 1a4Tsat
4 !/1000 (8)

vv5exp~b01b1Tsat1b2Tsat
2 1b3Tsat

3 1b4Tsat
4 !/1000, (9)

where the coefficients are

a050.2153 b0510.35

Fig. 2 Schematic of the helical pitch measurement technique:
„a… major components; „b… cross-sectional view of sprung pin
engaging a helical groove

Table 1 The geometric variable values associated with the
working fluid inventory
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a151.04931023 b1526.37531022

a2521.34531028 b251.73531024

a352.02531028 b355.71431027

a4525.474310211 b4526.00331029

The total mass of the working fluid inventorymt and the associ-
ated uncertaintyDmt for the range of fill values are given in Table
2.

Heat Pipe Filling Station
A filling station has been constructed which is capable of plac-

ing a low-temperature working fluid~i.e., water, ethanol, metha-
nol! into a heat pipe without also introducing ambient air~Fig. 4!.
The station consisted of a manifold of valves and interconnecting
stainless steel tubing, a working fluid reservoir, a dispensing bu-
rette, a vacuum pump, and a container of compressed dry nitrogen
gas. Previous experience with filling stations showed that long
runs of horizontal tubing could cause significant filling errors due
to vapor bubbles within the tubing. To address this problem, the
manifold was constructed such that the interconnecting tubing

runs were very short~on the order of 2 cm!. In addition, the tubes
which intersect the main vertical tube between valves 2 and 5
~Fig. 4!were offset from each other and ran at a diagonal from the
main tube. Again, the purpose of this design was to reduce the
possibility of vapor bubbles adhering to the tubing walls, thus
causing errors in the fill amount. However, it is likely that some
vapor still does adhere to the tubing, so certain procedures were
carried out during filling to eject as much vapor as possible. For
instance, the 1 psig relief valve over valve 1 was cycled on and off
several times. In addition, valves 2 and 5 were cycled on and off
while noting the meniscus displacement within the dispensing bu-
rette. If the meniscus was displaced more than 0.06 cm3, vapor
was probably trapped within the valve. The valve in question was
then cycled until the bubble was ejected.

To fill the heat pipe, the container was first evacuated to a
pressure of 1026 Torr using a turbomolecular vacuum pump. The
sealed pipe was then connected to the filling station at valve 5.
The working fluid was frozen and thawed repeatedly to reduce the
amount of dissolved air within the fluid. The entire filling station
was then evacuated by a roughing pump, except the working fluid
reservoir. After evacuation, the liquid working fluid was drawn up
into the dispensing burette and into all interconnecting tubing.
After noting the height of the meniscus, the desired amount of
working fluid was metered into the heat pipe by carefully opening
the heat pipe fill valve 8. The difference in height of the liquid
column was related to the dispensed mass of working fluid.

During initial testing of the filling station, it was found that the
mass of working fluid dispensed into the heat pipe container was
different than what was indicated by the dispensing burette.
Therefore, a rigorous calibration of the filling station was under-
taken to determine a correlation between the change in volume
read by the dispensing burette and the change in mass of a receiv-
ing burette attached at valve 5, which was measured using a pre-
cision scale. The total uncertainty of the working fluid inventory
dispensed by the heat pipe filling stationDmd is given in Table 2.

Fig. 3 Specific volume of ethanol versus temperature: „a…
saturated liquid; „b… saturated vapor

Fig. 4 Schematic of the heat pipe filling station

Table 2 The calculated total mass of the working fluid
inventory
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Experimental Setup
The purpose of the experiment was to examine the steady-state

performance of a helically-grooved copper-ethanol heat pipe un-
der various heat inputs and transverse body force fields using a
centrifuge table located at Wright-Patterson AFB~AFRL/PRPG!.
Specifically, the amount of working fluid was varied~G50.5, 1.0,
and 1.5!to determine the effects of under/overfilling on the cap-
illary limit, thermal resistance and evaporative heat transfer coef-
ficient of the HGHP. To ensure uniform radial acceleration fields
over the length of the heat pipe, the pipe was bent to match the
radius of curvature of the centrifuge table (R51.22 m). Physical
information concerning the heat pipe is given in Table 3. It should
be noted that the total helix angle was very small: Each groove
rotated through an angle of approximately 2.03 rad~116 arc de-
grees!over the length of the pipe. The heat pipe was mounted to
a platform overhanging the edge of the horizontal centrifuge table.
This allowed the heat pipe to be positioned such that the radius of
curvature was equivalent to the outermost radius of the centrifuge
table. Insulative mounting blocks were used to ensure that the heat
pipe matched the prescribed radius as closely as possible. The
horizontal centrifuge table was driven by a 20-hp dc motor. The
acceleration field near the heat pipe was measured by a triaxial
accelerometer. The acceleration field at the centerline of the heat
pipe radius was calculated from these readings using a coordinate
transformation.

A pressure-sensitive nichrome heater tape with an aluminized
backing was uniformly wound around the circumference of the
evaporator section for heat input. Power was supplied to the heat
pipe evaporator section through slip rings. While the current read-
ing could be made directly using a precision ammeter, the voltage
across the electric heater had to be measured on the rotating table
because of the voltage drop between the control room and the
table. Therefore, the voltage at the heater was obtained through
the instrumentation slip ring assembly and read by a precision
multimeter.

The calorimeter consisted of a length of 1/8 in. OD copper
tubing wound tightly around the condenser section. The size of
the tubing was chosen to be small to minimize the effects of
acceleration on the performance of the calorimeter. Thermal
grease was used between the heat pipe and the calorimeter to
decrease contact resistance. Type T thermocouples were inserted
through brass T-branch connectors into the coolant inlet and exit
streams, and a high-resolution digital flow meter was used to mea-
sure the mass flow rate of the coolant~50 percent by mass ethyl-
ene glycol/water mixture!. The mass flow rate was controlled us-
ing a high-pressure booster pump, which aided the low-pressure
pump in the recirculating chiller. The percentage of ethylene gly-
col was measured periodically during testing using a precision
hydrometer to ensure that the mixture did not change. The tem-

perature of the coolant was maintained at a constant setting by the
recirculating chiller. Coolant was delivered to the centrifuge table
via a double-pass hydraulic rotary coupling. The mass flow rate
was constant for all experiments. Values of the specific heat of
ethylene glycol/water mixtures were obtained from ASHRAE
@17#, which were in terms of percent ethylene glycol by weight
and temperature. The average temperature between the calorim-
eter inlet and outlet was used to evaluate the specific heat. The
specific heat did not vary appreciably during testing since it is a
weak function of temperature.

Heat pipe temperatures were measured by Type T surface-
mount thermocouples, which were held in place using Kapton
tape. Mounting locations for the thermocouples are shown in Fig.
5. A short unheated length next to the evaporator end cap was
instrumented with thermocouples specifically for accurate thermal
resistance measurements. In addition, groups of four thermo-
couples were arranged around the circumference of the heat pipe
at stations in the evaporator section for local heat transfer coeffi-
cient information. Temperature signals were conditioned and am-
plified on the centrifuge table. These signals were transferred off
the table through the instrumentation slip ring assembly, which
was completely separate from the power slip ring assembly to
reduce electronic noise. Conditioning the temperature signals
prior to leaving the centrifuge table eliminated difficulties associ-
ated with creating additional junctions within the slip ring assem-
bly. Temperature and acceleration signals were collected using a
personal computer with data logging software. Since a shortage of
thermocouple channels existed on the centrifuge table, a series of
three electrical relays were engaged to read one set of thermo-
couples, and disengaged to read the other set.

Fig. 5 Thermocouple locations and relevant lengths

Table 3 Helically grooved heat pipe specifications

Table 4 Maximum uncertainties of measured and calculated
values
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Since the heat pipe assembly was subjected to air velocities due
to the rotation of the table~up to 11 m/s525 mi/hr!, efforts were
made to reduce convective heat losses from the exterior of the
heat pipe. A thin-walled aluminum box was fabricated to fit
around the heat pipe. Ceramic wool insulation was placed inside
the box and around the heat pipe through three small doors on the
top of the box. This insulation/box arrangement provided an ef-
fective barrier to convective losses from the heat pipe to the
ambient.

The copper-ethanol HGHP was tested in the following manner.
The recirculating chiller was turned on and allowed to reach the
setpoint temperature, which was measured at the calorimeter inlet.
The centrifuge table was started from the remote control room at
a slow constant rotational speed to prevent damage to the power
and instrumentation slip rings. In this case, the radial acceleration
was less thanuaW r u,0.01-g. In all cases, the centrifuge table ro-
tated in a clockwise direction as seen from above. Power to the
heater was applied (Qin510 W) and the heat pipe was allowed to
reach a steady-state condition. The power to the heater was then
increased toQin520 W and again the heat pipe was allowed to
reach a steady-state condition. This was repeated until the maxi-
mum allowable evaporator temperature was reached (Tw,max
5100 °C). After all data had been recorded the power to the

heater was turned off, and the heat pipe was allowed to cool
before shutting down the centrifuge table.

Using the analysis given by Miller@7#, the uncertainties for all
of the measured and calculated values for the experimental data
are presented in Table 4.

Results and Discussion
The objective of this experiment was to determine the steady-

state performance of a revolving helically-grooved heat pipe as a
function of the working fluid inventory. The heat input, radial
acceleration and working fluid fill were varied as follows:Qin
510 to 180 W, uaW r u50.01 to 10-g, andG50.5, 1.0, and 1.5.
Thermocouples on the inboard, outboard, top, and bottom sides of
the heat pipe~Fig. 5! were used to determine the axial and cir-
cumferential temperature distributions. Typical steady-state tem-
perature distributions for the heat pipe forG51.0 at uaW r u
50.01-g are shown in Fig. 6. For low power input levels, the
temperature distribution was uniform. As the power input in-
creased, the temperatures within the evaporator and the short un-
heated section adjacent to the evaporator increased significantly,
indicating a partial dryout situation. Since the coolant temperature
and flow rate were constant for all tests, the adiabatic and con-
denser temperatures increased slightly with input power. Figure 7
shows the thermal resistance versus transported heat over the en-

Fig. 6 Steady-state temperature distributions for za¢ r zÄ0.01-g,
GÄ1.0: „a… inboard; „b… outboard; „c… top; and „d… bottom

Fig. 7 Thermal resistance versus heat transport: „a… GÄ0.5;
„b… GÄ1.0; and „c… GÄ1.5
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tire range of radial acceleration for each fill level. In Fig. 7~a! the
thermal resistance was quite high, which indicates that the heat
pipe was partially dried out forG50.5, even at the lowest power
input levels. However, the thermal resistance decreased signifi-
cantly as the radial acceleration increased, showing that the cap-
illary pumping ability of the helical grooves increased. ForG
51.0 and 1.5, the thermal resistance decreased and then increased
with transported heat when dryout commenced. TheG51.5 fill
tests showed dryout occurring only foruaW r u50.01 and 2.0-g. Dry-
out was not reached forG51.5 with uaW r u54.0, 6.0, 8.0, and

10.0-g due to reaching the maximum allowable heater tempera-
ture. The capillary limit was considered to be reached when the
thermal resistance began to increase.

Thomas et al.@2# presented a mathematical model which pre-
dicted the capillary limit of a helically-grooved heat pipe sub-
jected to a transverse body force. This model accounted for the
geometry of the heat pipe and the grooves~including helix pitch!,
body force field strength, and temperature-dependent working
fluid properties. This model was updated to include the improved
measurements of the wick geometry and working fluid properties.
Castle@6# provides a detailed comparison of the present model
and that given by Thomas et al.@2#. The capillary limit versus
radial acceleration is given in Fig. 8 for various working tempera-
tures with the Thomas et al.@2# model and the present model. The
capillary limit increased steadily with radial acceleration and
working temperature. The present model shows a significantly
lower prediction for the capillary limit when compared to the
Thomas model due to the improved geometric measurements and
working fluid property equations.

Figure 9 shows a comparison of the experimental data and
present analytical model for the capillary limit of a revolving
helically-grooved heat pipe. In the legend of this figure, No Dry-
out and Partial Dryout refer to the experimental data. No attempt
was made to maintain a constant adiabatic temperature during the
experiments. Therefore, the working fluid temperature in the
model was set to the adiabatic temperature found experimentally.

Fig. 8 Capillary limit versus radial acceleration comparison of
present model and Thomas et al. †2‡

Fig. 9 Comparison of present model and experimental capil-
lary limit data versus radial acceleration: „a… GÄ0.5; „b… G
Ä1.0; and „c… GÄ1.5

Fig. 10 Temperatures within the evaporator section versus
transported heat for za¢ r zÄ0.01-g: „a… xÄ54.0 mm; „b… x
Ä92.1 mm; „c… xÄ130 mm; and „d… xÄ168 mm
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For G50.5, the heat pipe operated successfully only foruaW r u
>8.0-g. In Fig. 9~b!(G51.0), the capillary limit increased sig-
nificantly with radial acceleration. With the heat pipe overfilled by
50 percent (G51.5), the capillary limit increased dramatically,
showing the effect that overfilling has on performance. The agree-
ment of the analytical model was very good forG51.0 as ex-
pected. ForG50.5, the model overpredicted the experimental
data because it was assumed that the grooves were completely
filled. For G51.5, the model underpredicted the data due to the
assumption that no liquid communication occurred between the
grooves.

Temperatures within the evaporator section are shown in Figs.
10 and 11 foruaW r u50.01-g and 10.0-g, respectively. In general,
the temperatures within the evaporator increased with transported
heat. In addition, the wall temperatures decreased withG for a
given heat transport due to the fact that more grooves were active.
The temperatures along the length of the evaporator section can be
tracked by examining the case forG51.0. Near the evaporator
end cap, the temperatures departed those forG51.5 at approxi-
mately Qt515 W ~Fig. 10~a!!. At x592.1 mm~Fig. 10~b!!, this
departure was delayed until approximatelyQt525 W, and atx
5168 mm~Fig. 10~d!!, the data forG51.0 and 1.5 were nearly
coincident. This behavior shows that the grooves were essentially
full near the adiabatic section, and proceeded to dry out closer to
the evaporator end cap, as expected. Dryout for theG51.5 case
can be seen in Fig. 10~a!where the temperatures converged to

nearly the same value around the circumference. It should be
noted that the temperatures around the circumference were rela-
tively uniform for uaW r u50.01-g. Evaporator temperatures for
uaW r u510.0-g are shown in Fig. 11. In comparison touaW r u
50.01-g, the evaporator temperatures were in general lower due
to the improved pumping ability of the helical grooves under in-
creased radial acceleration. In addition, the temperatures tended to
overlap over a greater range of heat transport values. In contrast to
uaW r u50.01-g, the evaporator temperature variation was greater
around the circumference at higherQt , but no pattern was distin-
guishable in the data.

Local heat transfer coefficient data versus heat transport is
shown in Figs. 12 and 13 foruaW r u50.01-g and 10.0-g. Overall, the
values forhe were very low forG50.5 due to the fact that most
of the grooves were dried out. As the percent fill increased from
G50.5 to G51.0, the heat transfer coefficient increased signifi-
cantly. For uaW r u50.01-g ~Fig. 12!, he increased and then de-
creased with transported heat. This trend was also reported by
Vasiliev et al.@4# for an aluminum axially grooved heat pipe with

Fig. 11 Temperatures within the evaporator section versus
transported heat for za¢ r zÄ10.0-g: „a… xÄ54.0 mm; „b… x
Ä92.1 mm; „c… xÄ130 mm; and „d… xÄ168 mm

Fig. 12 Heat transfer coefficients within the evaporator sec-
tion versus transported heat for za¢ r zÄ0.01-g: „a… xÄ54.0 mm;
„b… xÄ92.1 mm; „c… xÄ130 mm; and „d… xÄ168 mm
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acetone as the working fluid. ForG51.0 and 1.5, the heat transfer
coefficient near the evaporator end cap~Fig. 12~a!!decreased un-
til all of the values around the circumference converged. Closer to
the adiabatic section, the heat transfer coefficient values around
the circumference had not yet converged, showing these portions
to still be active. ForuaW r u510.0-g~Fig. 13!, the values ofhe were
significantly more uniform around the circumference and along
the axial direction, even during a dryout event~G51.0, Fig.
13~a!!. In addition, the heat transfer coefficient seems to be more
constant with respect to the transported heat compared touaW r u
50.01-g.

During the experiments, the heat pipe working temperature was
not constant, which resulted in changes in the specific volume of
the liquid and vapor of the working fluid. Since the heat pipe was
filled at room temperature, it was important to quantify the poten-
tial effects of the change in volume of liquid in the grooves with
temperature. Figure 14 shows the variation of the percentage of
groove volume occupied by liquidG with saturation temperature
for the three fill amounts over the range of working temperatures

seen in the experiments. The maximum percent difference was 2.7
percent, which was not deemed to be significant.

Conclusions
The effect of fluid inventory on the steady-state performance of

a helically grooved copper-ethanol heat pipe has been examined
both experimentally and analytically. It was found that the capil-
lary limit increased and the thermal resistance decreased signifi-
cantly as the amount of working fluid within the heat pipe in-
creased. In addition, the evaporative heat transfer coefficient was
found to be a strong function of the fill amount. The updated
analytical model was in very good agreement with the experimen-
tal capillary limit results forG51.0. However, the analytical
model overpredicted the capillary limit data forG50.5 and un-
derpredicted the data forG51.5.
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Nomenclature

a 5 adiabatic length near the evaporator end cap, m
aW r 5 radial acceleration, m/s2

Ae 5 surface area in the evaporator section,pr v
2Le , m2

Agr 5 cross-sectional area of a groove, m2

b 5 adiabatic length near the condenser end cap, m
Do 5 tube outside diameter, m
Dvs 5 diameter of the heat pipe vapor space, m

G 5 Ratio of liquid volume to total groove volume,
Vl /Vgr

h 5 groove height, m
he 5 local heat transfer coefficient in the evaporator sec-

tion, Qt /Ae(Tw2Ta), W/m2-K
I 5 heater current, A

La 5 adiabatic length, m
Lc 5 condenser length, m
Le 5 evaporator length, m
Lgr 5 helical groove length, m
Lt 5 total heat pipe length, m

md 5 mass of working fluid dispensed by the filling station,
kg

ml 5 mass of liquid, kg
mt 5 total mass of working fluid inventory, kg
mv 5 mass of vapor, kg
ṁc 5 coolant mass flow rate, kg/s
Ngr 5 number of grooves

p 5 helical pitch, m
Qcap 5 capillary limit, W

Fig. 13 Heat transfer coefficients within the evaporator sec-
tion versus transported heat for za¢ r zÄ10.0-g: „a… xÄ54.0 mm;
„b… xÄ92.1 mm; „c… xÄ130 mm; and „d… xÄ168 mm

Fig. 14 Ratio of liquid volume to total groove volume versus
saturation temperature
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Qin 5 heat input at the evaporator, W
Qt 5 heat transported,ṁcCp(Tout2Tin), W
r h 5 radius of the helix, m
r v 5 radius of the heat pipe vapor space, m
R 5 radius of curvature, m

Rth 5 thermal resistance, (Teec2Tcec)/Qt , K/W
s 5 coordinate along the centerline of the heat pipe, m

tw 5 tube wall thickness, m
Ta 5 adiabatic temperature, K

Tcec 5 condenser end cap temperature, K
Teec 5 evaporator end cap temperature, K
Tin 5 calorimeter inlet temperature, K

Tout 5 calorimeter outlet temperature, K
Tsat 5 saturation temperature, K
Tw 5 outer wall temperature, K

v l , vv 5 specific volume of liquid and vapor, m3/kg
V 5 heater voltage

Vgr 5 volume of the grooves, m3

Vvs 5 vapor space volume, m3

w 5 width along the bottom of the groove, m
x 5 distance from the evaporator end cap, m
D 5 uncertainty

u1 , u2 5 angles from the sides of the groove to vertical, rad
f 5 helix angle, rad

Subscripts

cap 5 capillary
gr 5 groove
l 5 liquid

max 5 maximum
v 5 vapor

vs 5 vapor space
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Sub-Continuum Simulations of
Heat Conduction in Silicon-on-
Insulator Transistors
The temperature rise in sub-micrometer silicon devices is predicted at present by solving
the heat diffusion equation based on the Fourier law. The accuracy of this approach
needs to be carefully examined for semiconductor devices in which the channel length is
comparable with or smaller than the phonon mean free path. The phonon mean free path
in silicon at room temperature is near 300 nm and exceeds the channel length of contem-
porary transistors. This work numerically integrates the two-dimensional phonon Boltz-
mann transport equation (BTE) within the silicon region of a silicon-on-insulator (SOI)
transistor. The BTE is solved together with the classical heat diffusion equation in the
silicon dioxide layer beneath the transistor. The predicted peak temperature rise is nearly
160 percent larger than a prediction using the heat diffusion equation for the entire
domain. The disparity results both from phonon-boundary scattering and from the small
dimensions of the region of strongest electron-phonon energy transfer. This work clearly
shows the importance of sub-continuum heat conduction in modern transistors and will
facilitate the development of simpler calculation strategies, which are appropriate for
commercial device simulators.@DOI: 10.1115/1.1337651#

Keywords: Computational; Electronics, Heat Transfer, Numerical Methods, Tempera-
ture

1 Introduction
Each successive generation of transistors is scaled to smaller

dimensions to improve speed and functionality. This scaling is
currently yielding transistors with channels of length near 200 nm.
This is comparable to the effective mean free path of phonons,
which are quanta of lattice vibrations and dominant heat carriers
in silicon, near room temperature@1,2#. The large electric fields
near the drain side of transistors create regions of highest electron-
phonon energy transfer in a transistor with characteristic dimen-
sions of approximately 100 nm@3,4#. These regions dominate heat
generation within the device and decrease in width with device
scaling. Silicon-on-insulator~SOI! devices are fabricated in a thin
silicon layer that is electrically isolated by a buried oxide layer as
shown in Fig. 1~a!. The isolation provided by the buried oxide
reduces the effective electrical capacitance of the channel region
and allows for greater transistor speed. However, SOI devices are
particularly susceptible to thermal failure because of the low ther-
mal conductivity of the underlying silicon dioxide layer. Cooling
is enhanced by lateral thermal conduction in a silicon layer of
thickness as low as 50 nm@5#. Because dimensions are compa-
rable with the phonon mean free path, thermal simulations must
consider the impact of phonon scattering on material boundaries
and the small dimensions of the heated region on the temperature
distribution. These sub-continuum thermal conduction phenomena
cannot be directly calculated using the heat-conduction equation
based on the Fourier law.

Phonon transport in semiconductor devices is modeled at
present using diffusion theory based on the Fourier law~e.g.,
@4,6,7#!. However, past work has illustrated the impact of non-
local, or sub-continuum, phonon conduction in relatively simple
geometries, including thin films, superlattices, and polycrystalline
materials@1,8,9#. Sondheimer@10# analytically solved the BTE for
electron transport in thin films, yielding a reduced effective elec-
trical conductivity accounting for boundary scattering. This result

can also be used to calculate a reduced effective phonon thermal
conductivity accounting for interface scattering. This approach
does not account for the severe departure from equilibrium in the
phonon system that occurs when the phonon mean free path,L, is
comparable to or exceeds the characteristic heat source dimension
@11#. There have been no simulations that resolve non-local pho-
non transport in practical device geometries.

The present work integrates the two-dimensional BTE to simu-
late heat transport in a practical silicon-on-insulator~SOI! device
geometry schematically drawn in Fig. 1~b!. This type of device
consists of two distinct regions: the silicon device layer and the
buried oxide layer in which energy carriers have effective mean
free paths of approximately 300 nm@2# and 1 nm, respectively, at
room temperature. Although the phonon transport theory and
therefore the stated mean free path of 1 nm are not strictly appro-
priate for amorphous materials~e.g.,@12#!, the important conclu-
sion gained from this scaling remains valid. The phonon BTE is
solved in the silicon layer to accurately model heat transport, but
the simpler heat diffusion equation is used in the amorphous bur-
ied oxide region because the characteristic lengthscale of conduc-
tion is much smaller than the film thickness. The two distinct
computational regions are coupled through interface conditions
that account for differences in material properties. Predictions are
compared to the temperature distribution obtained using the heat
diffusion equation with bulk thermal properties in the commer-
cially available semiconductor device simulator, MEDICI@13#.
The electrical behavior of the SOI device is simulated in both
cases using MEDICI, which solves the Poisson equation together
with number conservation equations for electrons and holes. The
electrical simulations are used to extract the spatial distribution of
heat generation for incorporation into the phonon heat conduction
simulations. The goal is to determine the impact of the small
dimensions of the heat source and the small film thickness on the
temperature distribution within the device. This will help with the
interpretation of transistor failure data, e.g., due to electrostatic
discharge~ESD! @14#. Furthermore, the simulations developed
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here will facilitate the development of simpler modeling strategies
that can be readily incorporated into MEDICI and similar simula-
tion packages for industrial use.

2 Governing Equations and Solution Approach
This manuscript demonstrates the impact of sub-continuum

phonon transport on the temperature distribution in a practical
device. The vehicle for demonstrating this is the SOI transistor
with channel length of 400 nm shown in Fig. 1~b!. Because of the
computational demands presented by the phonon BTE, this initial
study does not bi-directionally couple the electrical and thermal
behavior in the device. Electrical transport and the spatial distri-
bution of energy transfer to the phonon system are simulated us-
ing the standard industrial approach, which solves the Poisson
equation and coupled conservation equations for electrons and
holes. The phonon heat conduction simulations solve the BTE in
the silicon layer, in which the mean free path is comparable to the
layer thickness and the dimensions of the heat source. The con-
tinuum heat diffusion equation is solved in the underlying oxide.

2.1 Electrical Transport and Rate of Heat Generation in
the Phonon System. The Poisson and electron and hole conser-
vation equations are integrated using a commercial device simu-
lator ~MEDICI!, which incorporates the distributions of impurities
in the device based on a standard processing history. This ap-
proach is not the most detailed available for electron transport.
More complicated simulations integrate the electron and hole
Boltzmann equations@15# or take the hydrodynamic approach
@3,16# to model electron energy and momentum transfer. In these
simulations, energy transfer from highly energetic electrons,
which are accelerated by the electric field in the device, to the heat
conducting phonon system is calculated as the dot product of the
electric current density and the electric field. This heat generation
term is only approximately modeled in this manner in macro-

scopic devices, and this approach can yield significant errors in
sub-micron devices. Due to the ballistic nature of electron trans-
port, the peak in the dot product of current density and electric
field profile can be displaced slightly from the peak in the transfer
rate of electron energy to phonon energy. This shift in the heat
source distribution could be expected to effect the peak tempera-
ture and temperature distribution within the device.

However, for two reasons detailed in the following paragraph,
the use of the heat generation profile calculated from the dot prod-
uct of current density and electric field is appropriate for this
manuscript. Detailed simulation of hot electron effects in GaAs
FET structures using the hydrodynamic electron transport equa-
tions @17# and Monte Carlo techniques@18# have demonstrated
that the peak in the heat generation profile can be shifted from the
peak in the electric field by as much as 100 nm. This work on
GaAs found that the displacement of the maximum heating rate
from the peak in the electric field is caused by the finite rate at
which electrons leaving the high field region emit optical
phonons. This shift can be approximated by multiplying the elec-
tron velocity (105 m/s) with the electron-optical phonon scattering
rate,;1 ps @17#, to yield a shift in the heat source of 100 nm. In
silicon, the relaxation time for electron-optical phonon scattering
is approximately 0.3 ps@19#. The electron drift velocity is ap-
proximately 105 m/s in the saturation regime in silicon. The prod-
uct of these two numbers yieldsLelectron-optical phonon;30 nm. This
can be compared to the 400 nm channel length of the transistor
and the phonon-phonon mean free path for heat transport, which
is estimated to be 300 nm at room temperature. Based on this
approximate estimate, the shift in the peak of the heated region in
the transistors~;30 nm!may be a factor of ten smaller than the
channel length~400 nm!and the phonon mean free path~;300
nm!. While the impact on the lattice temperature distribution in
the device may not be entirely negligible, the effect is indeed
anticipated to be small and not expected to significantly alter the
basic characteristics~peak and general shape! of the lattice tem-
perature distribution obtained in the analysis.

The displacement of the heat source due to ballistic transport by
the electrons is one among many important effects, including re-
combination of electrical carriers, that are neglected when the heat
source is approximated as the dot product of current density and
electric field. While the MEDICI simulations do not capture the
precise location of the heated region, the magnitude of the heat
generation calculated by the dot product of the current density and
the electric field is a reasonable approximation to the actual heat
generation rate in the steady state@20#.

2.2 Phonon BTE in the Silicon Region. The phonon BTE
is integrated in the silicon device layer becauseL exceeds the
layer thickness and the heat source dimensions. The transient BTE
can be written in the relaxation time approximation as

] f

]t
1vW •¹ f 5

f eq2 f

tphonon
1qelectron-phonon, (1)

where f (x,y,t,vm,h) is the number of phonons in a given state
described by the spatial coordinatesx andy, the timet, the phonon
frequency v, and the direction cosinesm5cosu and h
5sinu cosf, which project the directions of phonon transport
onto thex-y plane using the polar and azimuthal angles,u andf.
In these simulations, the phonon velocity is assumed to be isotro-
pic and is given byv. The first term on the right of Eq.~1!
accounts for phonon scattering in the relaxation time approxima-
tion using the Planck distribution function,

f eq5
1

expS \v

kbTD21

(2)

and the phonon scattering rate,tphonon. The mean free path is
calculated using

Fig. 1 „a… Scanning electron micrograph of an IBM SOI tran-
sistor, which shows the thin silicon device layer separated
from the bulk silicon substrate by a buried oxide layer „Cour-
tesy of IBM Corporation …; „b… schematic representation of a SOI
device used in these simulations. The region of heat release
corresponds to the region of strong electron-phonon scatter-
ing. The simulated device is a NMOS transistor with source Õ
drain doping of arsenic at 1.5e20 cm À3, phosphorous source Õ
drain extensions, and a background boron doping
concentration of 1e17 cm À3.

Journal of Heat Transfer FEBRUARY 2001, Vol. 123 Õ 131

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L5vtphonon. (3)

The second term on the right hand side of Eq.~1! is the heat
generation term, which is modeled as the dot product of current
density and electric field. The transfer of energy from the elec-
trons to the silicon lattice occurs on a timescale of about 0.3 ps
through interactions between electrons and optical phonons@19#,
while the transport of thermal energy by phonons has an effective
relaxation time of approximately 70–80 ps@21#, yielding a differ-
ence of two orders of magnitude. Consequently, the energy trans-
fer from the electrons to phonons is assumed to occur instanta-
neously when compared to heat transport time scales. This allows
direct incorporation of the heat generation term from the device
simulator into the BTE solver without solving coupled phonon
and electron equations.

To be rigorous, phonon transport simulations should incorpo-
rate the frequency dependence of the phonon mean free path,L,
and account for interactions between phonons of different fre-
quencies. This requires solution of the BTE for many different
frequencies, which has been performed for one-dimensional trans-
port by several authors@9,11,22#. The present study focuses rather
on the complexity of two dimensional transport in a practical de-
vice structure, and aims to illustrate the key phenomena through
calculations neglecting the frequency dependence of phonon prop-
erties while capturing the essential heat transport physics. The
present calculations are based on a simplified phonon energy
transport model@2,21#, where phonons are grouped into propaga-
tion and reservoir modes based on the dispersion relationships of
the phonon modes@23#. The reservoir mode phonons have very
small relaxation times or group velocities, and are assumed to
remain near equilibrium. The propagation mode accounts for the
entire heat transport, and is characterized using a single effective
mean free path under the gray medium approximation. The dis-
tinction between the two modes is particularly relevant for co-
valently bonded semiconductors, where neglecting phonon disper-
sion can lead to significant error in estimating an effective carrier
mean free path@24#. Based on the experimentally measured ther-
mal conductivities of silicon films with thickness below 300 nm,
Ju and Goodson@2# proposed that the longitudinal acoustic
phonons are dominant heat carriers in silicon near room tempera-
ture and above. The present study assumes that the longitudinal
acoustic phonons constitute the propagation mode, which yields a
value for the effective mean free path consistent with the experi-
mental data. The mean free path and phonon scattering rate used
in this work are effective values for bulk silicon which account for
scattering between all types of phonon modes~propagating-
propagating and propagating-reservoir! through Matthiesen’s
Rule. The effective reduction in thermal conductivity caused by
boundary scattering occurs when phonons travel near boundaries,
without any additional parameters. The mean free path and relax-
ation time are extracted from the bulk thermal conductivity using
the longitudinal acoustic phonon or propagating mode heat capac-
ity and velocity in the following equation:

k5
1

3
CpropvpropL5

1

3
Cpropvprop

2 tphonon. (4)

The BTE can be transformed into an equation that describes the
phonon energy density by introducing the following quantity
@2,21#

e95E \v@ f 2 f eq~Tref!#D~v!dv, (5)

wheree9 is the excess energy of phonons per unit volume and per
unit solid angle,\v is the phonon energy,f eq(Tref) is the fre-
quency dependent distribution function at a reference temperature,
and D(v) is the density of states per unit volume. The trans-
formed BTE becomes

]e9

]t
1vW •¹e95

eeq9 2e9

tphonon
1qelectron-phonon8 (6)

in which the parameters are frequency independent.
The phonon energy per unit volume per unit solid angle,e9,

depends on the two dimensionalx andy grid location as well as
the direction of phonon transport within the sphere of solid angles.
For calculations of the heat flux and total energy per unit volume
at a given location, the Discrete Ordinates Method~DOM!, origi-
nally developed for neutron and radiative transport, is used for
integration over all solid angles. The solid angle sphere is divided
into discrete directions of phonon transport distinguished by sets
of m andh values with weights,wi , corresponding to solid angle
fractions on the unit sphere@25–27#. The weights satisfy

(
i

wi54p. (7)

This work uses the level symmetric hybrid~LSH! scheme@26# for
angular discretization. Level symmetric techniques use the same
set of direction cosine values in each coordinate direction (m1
5h1 ,m25h2 ,...). In addition, the directions of phonon transport
are chosen such that any particular direction has corresponding
directions with 90 deg rotations about any axis (mn5hn ,mn5
2hn ,2mn5hn ,2mn52hn). This simplifies the implementa-
tion of boundary conditions and removes directional biasing. The
LSH method calculates directions and weights based on constraint
equations such that moment equations of the phonon intensity are
satisfied@26#.

In order to obtain the temperature distribution, Eq.~6! is inte-
grated forward in time in each of the discrete directions. The
MacCormack time integration method, which is frequently used
for solving hyperbolic equations@28#, is used for explicit time
advancement in order to capture the sharp features associated with
the source term and to resolve the wavelike nature of solutions to
the BTE. At each time step,e9n11 is calculated frome9n andeeq9

n .
Then, eeq9

n11 is calculated before the solution can proceed. The
equilibrium energy per unit volume per unit solid angle,eeq9 , is
assumed to be the average value ofe9 over all solid angles that
would be obtained if the phonon system was allowed to relax to a
uniform state. The equilibrium value of phonon energy per unit
volume per unit solid angle is calculated as shown in Eq.~8!.

eeq9 5
1

4p E
V54p

e9dV>
1

4p (
i

ei9wi . (8)

If the temperatures of the system are large compared to the Debye
temperature or if the temperature variations within the system are
small, the phonon heat capacity per unit volume,C, can be as-
sumed to be constant. In this case, integration of the equilibrium
energy density per unit volume per unit solid angle over all solid
angles results in

eeq8 ~T!5C~T2Tref!. (9)

In this study, Eq.~9! is used to set appropriate values for the
boundary conditions and to extract the final equilibrium tempera-
ture of the system using the frequency averaged heat capacity.

In order to capture the essential physics with the gray medium
approximation, the heat capacity of the dominant longitudinal
acoustic phonon heat carriers must be properly calculated using
the phonon dispersion relation. The temperature dependence of
the heat capacity of longitudinal acoustic phonons is evaluated
using @21#

C5
kb

4

2p2\2 T3E
0

uD /T 1

nph
2 ngr

x4ex

~ex21!
dx, (10)

where uD is the Debye temperature for longitudinal acoustic
phonons,vph and vgr are the phase and group velocities of the
longitudinal acoustic phonons, respectively, andx is a nondimen-
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sional frequency given byx5(\v)/(kbT). Equation ~10! is a
direct extension of the dispersion model for thermal conduction in
silicon developed by Holland@29# who provides the parameters
used here.

2.3 Heat Diffusion Equation in the Silicon Dioxide Region
The heat diffusion equation is valid in the amorphous buried oxide
layer, and is written as

1

a t

]T

]t
5¹2T, (11)

where a t is the thermal diffusivity. Parabolic equations of this
type have severe time step restrictions when integrated using ex-
plicit methods, resulting in time steps that are much smaller than
required for stability by the MacCormack time integration of the
BTE. Consequently, the Alternating Direction Implicit scheme
@30# is used for time integration of the diffusion equation such that
the time step can be made equal to that used for the silicon region.

3 Modeling the SiliconÕOxide Interface
In order to couple the silicon and oxide solution domains, it is

necessary to calculate the flux of energy through the interface
between the two materials at each point along the interface for
every time step. When phonons strike an interface between two
dissimilar materials, a fraction of the phonons will be transmitted
through the interface with the remainder being reflected. The
acoustic mismatch model~AMM! and the diffuse mismatch model
~DMM! predict the boundary resistance between dissimilar mate-
rials @31,32#. The acoustic mismatch model assumes that all
phonons have a specular interaction with the interface. This as-
sumption is appropriate at low temperatures, for which the phonon
wavelengths are much larger than the characteristic length scales
of the surface roughness~e.g.,@33#!. For room temperature device
operation, the dominant transport phonons have a much shorter
wavelength than low temperature phonons, and the diffuse scat-
tering of the DMM is more appropriate. The DMM@32# calculates
the phonon transmission probabilities by using the principle of
detailed balance and the densities of phonon states in each mate-
rial. Written in a form appropriate for calculations using a single
phonon mode, this yields

a i~v!5
n32 i

2

(
i

n i
22

, (12)

where i is the material type~1 or 2! and v is the speed of the
phonon. For small temperature differences across the interface,a
is frequency independent@33#. Equation~12! does not rigorously
account for the dispersion relationships of phonons and is most
appropriate for low temperatures. This equation yields values of
the transmission coefficient equal to 0.52 from silicon to oxide
and 0.48 from oxide to silicon, using phonon velocities equal to
4240 m/s and 4100 m/s for silicon~high temperature longitudinal
acoustic phonons! and oxide, respectively@29,34#.

Both the DMM and the AMM theories have larger discrepan-
cies with the experimental data near room temperature than at low
temperatures. One explanation for this discrepancy is that these
theories neglect nonlinear phonon dispersion and the phonon cut-
off frequency,vd . Lattice vibrations cannot exist with wave-
lengths smaller than the separation between neighboring atoms,
resulting in a phonon frequency,vd , above which phonons can-
not exist@35#. The cutoff frequency is related to a characteristic
temperature known as the Debye temperature,ud , by

ud5
\vd

kb
. (13)

If the materials on opposing sides of the interface have different
Debye temperatures, the maximum frequency that can be trans-
mitted across the interface is determined by the material with the

lower Debye temperature if only elastic scattering events are con-
sidered. For the ensemble of phonons at all energy levels, this
results in a smaller transmission coefficient than is predicted by
the DMM. The Debye temperatures of interest for a SOI device
are 570 K@29# and 492 K@34# for silicon ~longitudinal acoustic
phonons!and amorphous silicon dioxide, respectively. At tem-
peratures significantly below the Debye temperature, phonons are
not occupying modes near the cutoff frequency and the DMM is
valid. In this case, the device temperature exceeds 0.5ud and
phonons with frequencies greater thanvd,oxide cannot transmit
between silicon and oxide if only elastic collisions are allowed.

In the graybody approximation used here, the effect of the cut-
off frequency might be considered by reducing the transmission
coefficient for transport from the material with the higher Debye
frequency. The reduction would depend on the temperature near
the interface because this influences the fraction of phonons above
the lower Debye frequency. However, this approach might incur
important errors due to inelastic scattering at the interface and
nonlinearity in the phonon dispersion relationships near the Bril-
louin zone edge. For this reason, the present calculations use val-
ues of the transmission coefficients calculated using Eq.~12!with-
out modification. In practice for this work, the precise value
chosen for the transmission coefficients is not critical. This is
shown in Fig. 2, which plots the peak temperature rise for a given
transmission coefficient normalized by the peak temperature rise
obtained by assuming that all of the incident energy on the silicon/
oxide interface can pass through into the oxide (a51). This fig-
ure shows that the peak device temperature rise changes by less
than two percent resulting from varying the transmission coeffi-
cient for materials with similar acoustic properties (a
;0.2– 0.8). The thinness of the silicon layer results in many pho-
non boundary scattering events at the silicon/oxide interface as the
heat is transported along the silicon layer. This means that a large
fraction of the heat in the phonon system can pass into the oxide,
yielding results insensitive to the transmission coefficient for the
geometry and boundary conditions used in this analysis.

The interface condition can now be specified with these coeffi-
cients and an energy balance at the interface depicted in Fig. 3.
The resulting Eqs.~14! and ~15!, are listed below.

q5G2J5G2~«Eb1rG! (14)

J5«Eb1rG. (15)

The parameterq is the flux of energy into the oxide, andG is
the irradiation or incident flux on the interface from the silicon
side. The radiosity,J, is the flux of energy into the silicon and

Fig. 2 Impact of the energy transmission coefficient at the
siliconÕsilicon dioxide interface on the peak device temperature
rise
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consists of phonon emission at the oxide surface temperature and
the fraction ofG that is reflected back into the silicon. The quan-
tity Eb is analogous to the blackbody emissive power from radia-
tion theory, but differs slightly due to the complexity of the dis-
persion relationships of a solid. It can best be defined as the
energy flux that would be emitted into a silicon region by a sur-
face maintained at the temperature of the neighboring oxide and is
given by

Eb5np(
h1

heeq9 ~Tox,i
n11!w5

nr

4p
Cp~Toxi

n112Tref!(
h1

hw.

(16)

The parametera, defined by Eq.~12!, is the fraction ofG that
passes into the oxide,r512a is the fraction ofG reflected back
into the silicon, and«5a is the emissivity of the interface.

The numerical integration procedure is as follows. First, the
solution in the silicon layer is explicitly advanced from time step
n to n11, assuming that the entire system is initially in equilib-
rium at a uniform temperature. This calculation yields the distri-
bution of phonon energy per unit volume and allows for calcula-
tion of the irradiation,G, of the interface at each grid point with
integration over all solid angles

G5n(
h2

he9w, (17)

where v is the longitudinal acoustic phonon velocity, which is
assumed to be a constant. Next, the oxide must be advanced to
time n11 using the flux,q, as a boundary condition. The Alter-
nating Direction Implicit method is used for solution of the oxide
temperature distribution, and this requires knowledge of the inter-
face flux at timen11 given by

qi5nS a(
h2

he9w2«(
h1

heeq9 ~Tax,j
n11!wD , (18)

where the diffuse blackbody radiation,Eb , leaving the surface is
written in terms of the equilibrium energy per unit volume per
unit solid angle at the oxide temperature at the time stepn11,
Tox

n11. However,Tox
n11 is an unknown that is obtained by so-

lution of a system of equations. Iteration must be used with
guesses for the oxide temperature in Eq.~18! until the following
condition is satisfied:

qi52kox¹Tboundary,t5n11 (19)

which states that the flux given by Eq.~18! is equal to the flux
given by the diffusion equation in the oxide.

The solution is now updated to the time stepn11, and the
solution can proceed with another solution of the BTE in the

silicon layer. The boundary condition for the BTE at the silicon/
oxide interface must be changed to yield the correct energy flux
from the boundary,J. This is accomplished by resetting the values
of e9 leaving the boundary into the silicon. Diffuse mismatch
theory assumes that all scattering events at the boundary are dif-
fuse, resulting in a uniform distribution of phonon intensity over
the hemisphere of solid angles leaving the interface. For diffuse
scattering, the phonon intensity leaving the surface in each direc-
tion is given by

I h15
J

p
, (20)

where the intensity is

I 5ve9. (21)

Using these relations,e9 in all directions leaving the interface in
the positive direction is

eh19 5
1

p S «(
h1

heeq9 ~Tox
n11!w1r(

h2

he9wD . (22)

An adiabatic condition is maintained at the top of the silicon de-
vice, which yields

eh29 5
1

p (
h1

eh19 wh1h. (23)

The bottom of the simulation domain is assumed to be at a uni-
form temperature of 300 K because of the high thermal conduc-
tivity silicon substrate that is beneath the silicon dioxide layer.
The left and right boundaries are also at a uniform temperature of
300 K at a distance from the heat source of the order of the
thermal decay length in the silicon layer. These boundary condi-
tions minimize the impact of the boundaries in the heat source
region and effectively illustrate the importance of boundary scat-
tering and small heat source size on the temperature distribution.

4 Numerical Methods and Code Verification
A cartesian grid is used for the discretization of thex-y plane in

the silicon and silicon dioxide region. The minimum feature size
of the heat generation region is of the order of 0.01mm
510 nm. This is more than two orders of magnitude smaller than
the domain width. Consequently, a non-uniform or stretched grid
must be used in order to minimize computation time while accu-
rately modeling the physics in the heat source region. The grid is
centered around the peak in the heat generation profile and is
increased in size using a geometric series with each consecutive
grid spacing increasing by

dxn5dxinitialr
n21 (24)

in which r is the grid stretching parameter. In these simulationsr
is 1.04.

This code uses the explicit MacCormack time advancement
scheme in order to capture the wave like nature of the solution.
The time stepping criterion can be written in the familiar form
used for advection type simulations in fluid mechanics

v
dt

dx
5c f l (25)

in which v is the carrier velocity,dx is the minimum grid size,dt
is the time step, andcfl is a number which relates the grid size and
time step. For the BTE, thecfl number must be less than 0.5 for
numerical stability.

The numerical solution of a transport equation such as the BTE
also requires angular discretization within the sphere of solid
angles to account for transport out of the two dimensional simu-
lation plane. In these simulations, the S4, S6, and S8 discrete
ordinate approximations are used, corresponding to 12, 24, and 40
angular directions, respectively. The run times and relative accu-

Fig. 3 Energy balance at the silicon Õoxide interface
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racy are plotted in Fig. 4 and indicate that the S6 approximation is
sufficient for reasonable numerical accuracy and run time.

The BTE code was numerically validated at both of its limits:
the diffusion limit in which the phonon mean free path,L, is
much smaller than the domain size and the near ballistic regime in
which L is greater than the domain size. Excellent agreement is
observed between the coupled BTE/diffusion solver and the solu-
tion obtained using a diffusion solver throughout the domain. The
near ballistic limit can be verified by making comparisons with
analytical solutions from radiation theory. Heaslet and Warming
@36# calculated the ratio of the heat flux between two parallel
plates compared to the heat flux from blackbody emission at the
two wall temperatures when the mean free path of the radiation
exceeds the plate separation. This is analogous to comparing the
heat flux from the BTE to the heat flux from diffusion theory.
Excellent agreement is obtained between the BTE code and the
analytical solution for all mean free path to film thickness ratios.

5 Results and Discussion
In order to compare the temperature fields predicted by device

simulators and the BTE code in a relevant device geometry, a
model for a SOI device was generated using the semiconductor
process simulator, TSUPREM4@13#. This simulator models the
processing steps required to fabricate transistors, including oxida-
tion, diffusion, etching, and ion implantation. The result is a SOI
device structure in which the silicon layer thickness,dSi , is 72
nm, the buried oxide layer thickness,dox , is 243 nm, and the

channel length,Lc , is approximately 400 nm. Each of these di-
mensions is comparable with the mean free path in silicon, indi-
cating that boundary scattering effects will be important.

This SOI device structure is then imported into the semiconduc-
tor device simulator, MEDICI. This simulator couples electrical
transport with the heat equation to model both electrical and ther-
mal characteristics. For this simulation, the gate and drain of the
SOI transistor are biased atVG52 V andVD52 V, respectively,
allowing current to flow through a thin conducting channel be-
tween the source and drain of the transistor. The electric field
peaks near the drain junction of the device and imparts a large
thermal energy to electrons in this region. These hot electrons
collide with the lattice through electron-phonon scattering and
transfer their energy into the phonon system, which conducts the
heat out of the device. In the steady state, the heat generation rate
~W/m3! can be extracted as the dot product of the current density,
Jcurrent, and the electric field,Efield

q-5qelectron-phonon8 5JW current•EW field . (26)

The extracted heat generation rate is shown in Fig. 5. The heat
generation is peaked on the drain side of the transistor. The con-
ducting channel through which the electrical current flows is lim-
ited to the first few nanometers of silicon below the gate electrode.
Consequently, the region of heat generation is also confined to
this region, yielding a localized heat source, which has character-
istic dimensions much smaller than the mean free path of phonon
energy carriers. The small dimensions of the heat source are ex-
pected to increase the temperature rise over that predicted by dif-
fusion theory@11#.

Figure 6 plots the temperature contours in the silicon layer and
buried oxide layer obtained from the heat diffusion equation and
bulk thermal properties in MEDICI. The peak temperature in the
device is 317.8 K and is located near the drain junction of the
device. The isotherms in the silicon layer are nearly perpendicular
to the silicon/oxide interface indicating that the silicon layer is
nearly isothermal in the out-of-plane direction and that heat is
predominantly transported along the plane of the silicon layer.
This is expected because of the relatively large thermal impedance
of the buried oxide layer.

The temperature contours within the SOI device from the
coupled BTE/heat equation code are presented in Fig. 7. The tem-
perature contours have the same characteristic shape, indicating

Fig. 4 Numerical characteristics of discrete ordinates approxi-
mations

Fig. 5 SOI device heat generation rate caused by strong
electron-phonon scattering. This quantity is extracted from an
electrical simulation in MEDICI.

Fig. 6 Temperature contours in a SOI device calculated using
the heat diffusion equation and bulk properties in MEDICI

Fig. 7 Temperature contours in a SOI device calculated using
the coupled BTEÕheat diffusion equation code
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that heat is flowing laterally out of the drain junction region. How-
ever, the boundary scattering and the effect of a heat source that is
smaller than the phonon mean free path result in a peak device
temperature of 346.0 K, an increase in the temperature rise of 159
percent over the value predicted by MEDICI. The entire channel
region has a significantly higher temperature rise, which will ef-
fect electrical transport in the device.

The 317 K temperature contour in the MEDICI solution of Fig.
6 is 0.8 K from the peak temperature in the device and consists of
straight lines that extend across the entire silicon layer thickness.
In contrast, the 345 K temperature contour in the BTE solution is
more curved and does not reach the oxide even though it is 1 K
from the peak device temperature. This indicates that there is
more temperature uniformity in the vicinity of the heat source
region in the diffusion solution as compared to the more localized
hot spot of the BTE solution. The increased temperature rise is
caused by the fact that the heat source is smaller than the phonon
mean free path. This effect is confined to a distance approximately
two mean free paths from the edge of the heat source. This can be
understood with the help of the survival function from kinetic
theory

N5No expS 2
x

L D (27)

which states that only a small fraction,N/No , of phonons gener-
ated in the heated region can traverse a distance much larger than
the mean free path without having a collision. This small heat
source effect is expected to have a large impact on short time-
scale transient temperature rise under brief electrical stressing.

As stated in the introduction, Sondheimer@10# has developed
an analytical solution to the BTE that can account for the reduc-
tion in thermal conductivity by boundary scattering. This effective
thermal conductivity is appropriate for SOI devices because Sond-
heimer’s assumptions for the electrical problem are equivalent to
assuming that heat flows only laterally within the silicon layer.
The reduced thermal conductivity given by Sondheimer’s relation
was inserted into MEDICI, and the resulting peak temperature rise
was 339.6 K. This temperature is still 16.3 percent smaller than
the peak temperature rise calculated using the coupled BTE/
diffusion code because it does not account for the small dimension
of the heat source.

The solutions from the BTE/diffusion code can also be com-
pared to experimentally measured temperatures in SOI devices in
order to explain the observed thermal behavior. Precise compari-
son of temperature distributions with experimental devices is not
possible at present because experimental techniques do not exist
for measuring temperature distributions in sub-micron transistors.
Average temperature rise in the channel region can be measured
and can be used for comparison. Goodson et al.@5# measured the
average channel temperature in SOI field-effect transistors using
electrical resistance thermometry. The device structure differs
from that simulated in this paper; consequently, direct compari-
sons are not possible for an additional reason not related to ex-
perimental methods. The processing conditions and doping pro-
files used in the study of Goodson et al.@5# are unknown, making
it difficult to construct an accurate representation of the device in
a process simulator. However, the experimental results for a 78
nm thick silicon layer fall within the temperature rise range ob-
served in this numerical study at the simulated power of 0.6 mW/
mm. The study of Goodson et al.@5# yielded temperature rise data
that were somewhat larger than their predictions, which were cal-
culated using diffusion theory. This discrepancy could possibly be
explained by the phonon non-equilibrium effect examined in this
paper and by phonon boundary scattering, but might also result
from the uncertainties in the dimensions and impurity concentra-
tions for those devices, which influence predictions. More re-
search needs to examine the phonon non-equilibrium effect in
dedicated experimental structures, which resemble transistors and

provide the opportunity to diminish the uncertainty in measure-
ments of the temperature rise, the device dimensions, and the
impurity concentrations.

6 Summary and Conclusions
This work presents a simulation approach for sub-continuum

heat transfer in a SOI device geometry. The simulation couples
the phonon BTE and the heat diffusion equation. The solution of
the phonon BTE captures the impact of boundary scattering and
small dimensions of heat sources on the peak temperature rise in
semiconductor devices. The results from the coupled BTE/heat
diffusion equation simulation are compared with temperature dis-
tributions obtained using the existing heat diffusion capabilities of
the commercial device simulator MEDICI. For a SOI device in
which the silicon layer thickness,dSi , is 72 nm, the buried oxide
layer, dox , is 243 nm, and the channel length,Lc , is approxi-
mately 400 nm, there is a 159 percent discrepancy in the peak
steady-state temperature rise in the device between calculations
made with the heat diffusion equation and calculations that con-
sider micro-scale heat transfer phenomena. New thermal conduc-
tivity models must be developed that can account for both bound-
ary scattering and the small dimensions of the heat source with the
diffusion equation. More detailed calculations accounting for the
combined behavior of optical, transverse, and longitudinal acous-
tic phonons can be considered in future work. Optical and high
frequency transverse phonons will be grouped into a reservoir or
capacitive mode with zero group velocity, and the longitudinal
acoustic phonons will be characterized as the propagating mode.
Interactions between the two modes will yield solutions appropri-
ate for short transient high current electrical pulses. The solution
method developed here for the two-dimensional BTE will be used
for studies of the thermal characteristics of short time-scale elec-
trostatic discharge events in which accurate prediction of tempera-
ture fields is currently not possible.
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Nomenclature

C 5 volumetric heat capacity, J/m3K
D(v) 5 phonon density of states per unit volume,

1 /m3

dox 5 buried oxide layer thickness, m
dsl 5 silicon layer thickness, m
E 5 phonon energy, J

Eb 5 blackbody energy flux, W/m2

Efield 5 electric field, V/m
e9 5 phonon energy per unit volume per unit solid

angle, J/~m3-sr!
eeq9 5 equilibrium phonon energy per unit volume per

unit solid angle, J/~m3-sr!
eeq8 5 equilibrium phonon energy per unit volume,

J/m3

f 5 phonon distribution function
f eq 5 equilibrium phonon distribution function,

Planck distribution
G 5 irradiation of silicon/oxide interface from sili-

con, W/m2

\ 5 Planck’s constant divided by 2p51.054e234 Js
I 5 phonon intensity, W/m2

J 5 flux of energy leaving silicon/oxide interface
into silicon, W/m2

Jcurrent 5 current density, A/m2
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kb 5 Boltzmann constant51.38e223 J/K
kox 5 oxide thermal conductivity, W/~m-K!
Lc 5 transistor channel length, m
N 5 number of surviving phonons

N0 5 initial number of phonons leaving a point in
space

q 5 energy flux into oxide, W/m2

q- 5 heat generation rate, W/m3

qelectron-phonon8 5 source representing electron-phonon scattering,
W/m3

qelectron-phonon5 source representing electron-phonon scattering,
1/s

T 5 temperature, K
Tox 5 oxide interface temperature, K
Tref 5 reference temperature, K

t 5 time, s
VD 5 transistor drain voltage, V
VG 5 transistor gate voltage, V

v 5 phonon velocity, m/s
vgr 5 phonon group velocity, m/s
vph 5 phonon phase velocity, m/s
wi 5 discrete ordinate weights, steradians

x, y 5 coordinate, m

Greek Symbols

a 5 transmission coefficient
a t 5 thermal diffusivity, m2/s
« 5 emissivity
L 5 frequency-averaged phonon mean free path, m

m, h 5 direction cosine
V 5 solid angle, steradians
r 5 reflectivity

tphonon 5 phonon relaxation time
vd 5 phonon cutoff frequency, rad/s

Subscripts

b 5 blackbody
c 5 channel

D 5 transistor drain
d 5 Debye

eq 5 equilibrium
G 5 transistor gate
gr 5 group

i 5 index number
o 5 initial value

ox 5 oxide
ph 5 phase

prop 5 propagating mode
ref 5 reference value
si 5 silicon
t 5 thermal

h1 5 positivey-direction, into silicon
h2 5 negativey-direction, into oxide
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Photo-Acoustic Measurement of
Thermal Conductivity of Thin
Films and Bulk Materials
The photoacoustic (PA) technique is one of many techniques for measuring thermal con-
ductivity of thin films. Compared with other techniques for thermal conductivity measure-
ment, the photoacoustic method is relatively simple, yet is able to provide accurate ther-
mal conductivity data for many types of thin films and bulk materials. In this work, the PA
measurement in a high frequency range is made possible by a newly developed PA
apparatus, which extends the limit of the PA technique. Thermal conductivities of SiO2
with thicknesses from 0.05 to 0.5mm on Si wafer, e-beam evaporated thin nickel film on
Si wafer, and thermal barrier coatings are obtained. In addition to the commonly used
phase shift fitting, which is only appropriate for thermally-thin films, an amplitude fitting
method is developed and employed for measuring both thin films and bulk materials with
smooth or rough surfaces. Comparing results by amplitude fitting to those obtained by
other methods and reference values shows good agreements. Applications and limitations
of the photoacoustic technique are discussed.@DOI: 10.1115/1.1337652#

Keywords: Contact Resistance, Heat Transfer, Measurement Techniques, Thermoacous-
tics, Thin Films

I Introduction
Thermal property data are important for any material that ex-

periences heat transfer. The thermal conductivity and diffusivity
of thin films are essential for the thin film manufacturing process,
as well as for their applications in microelectronic devices. In
devices such as radiation detectors, laser diodes, and transistors in
electronic circuits, heat accumulated during device operation
needs to be rapidly removed, which is greatly affected by their
thermal conductivity and diffusivity.

It has been well known that the thermal conductivity of thin
films may differ significantly from the bulk value due to the dif-
ference in microstructure such as the grain size, amorphousness,
and concentration of foreign atoms and defects, which strongly
affect the scattering process of the energy carriers. Although theo-
ries have been developed to predict the thermal conductivity of
thin films, experiments are often needed to determine thermal con-
ductivity of thin films owing to the complexity of the thin film
microstructure. Since the microstructures of thin layers depend
strongly on fabrication techniques, thermal conductivity measure-
ments must be performed on the same microstructures fabricated
with the same processes as those used in real devices for which
the thermal conductivity is needed. In the last decade, many tech-
niques have been developed to measure thermophysical properties
of thin film materials. Goodson and Flik@1# reviewed techniques
for measuring thermal conductivity along and across thin film
layers. It is concluded that more detailed uncertainty analysis is
required for most of the available techniques. More recently,
Mirmira and Fletcher@2# reviewed experimental and analytical
techniques for measuring and predicting thermal conductivity of
thin films.

Techniques for thermal conductivity measurement can be cat-
egorized into contact and non-contact methods. In contact mea-
surements, normally a thin metal film is deposited onto the sample
surface that is subsequently patterned into electric circuitry. The

temperature response of the sample structure under thermal load-
ing is sensed by the circuit, and related to unknown thermal prop-
erties. Methods in this category include the bolometer method@3#,
3v and extended 3v method@4–6#, pulse heating method@7#, and
micro bridge method@8–10#. Drawbacks of the contact methods
are that they are limited to dielectric thin films only, and the
sample preparation process is laborious.

The other category of the thermal conductivity measurement
technique is the non-contact method. Optical techniques belong to
this category, for which the optical response of a probing beam is
measured when the sample is subjected to photothermal excita-
tion. The thermal conductivity of the sample can be obtained by
measuring the phase shift of the reflected beam due to surface
deformation@11#, the reflectivity change due to pulse laser heating
@10#, or deflection of the probing beam due to change of the index
of refraction of air near a heated sample@12#. For the reflectance
measurement, pico and subpicosecond lasers have been used@13#,
which make it possible to measure thermal conductivities of thin
films as thin as nanometers. In addition to the measurement of
thermal properties, the picosecond pulse induced ultrasound was
used to simultaneously determine the thickness of the thin film
@14#.

The photoacoustic~PA! method is a relatively simple, non-
contact method for measuring thermal conductivities. However,
this method has not received much attention for measuring ther-
mal properties of thin films. For example, there is no discussion of
this technique in the review papers mentioned above. In the PA
measurement, a heating source, normally a laser beam, is periodi-
cally irradiated on the sample surface. The acoustic response of
the air above the sample is measured and related to thermal prop-
erties of the sample. A review of the PA technique was given by
Tam @15#. The PA phenomenon was first explained by
Rosencwaig and Gersho@16# as the result of thermal expansion of
the gas adjacent to the sample surface. An analytic solution of the
PA response of a single layer on a substrate was also given by
Rosencwaig and Gersho@16#. Since then, a number of detailed
investigations have been performed. Fujii et al.@17# derived an
analytical solution of the PA response of two layers of films on a
substrate. Baumann and Tilgner@18# developed a model for cases
of any number of layers. The constraints of their model are that
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the laser beam has to be absorbed within the first layer, and no
thermal contact resistance is considered. Cole and McGahan@19#
provided a solution which can be used for more general PA prob-
lems, which considers optical absorption in any layer and contact
resistances between layers of a multilayer system. Numerical in-
tegration is required to calculate the temperatures in films and in
substrate. The PA technique has been used successfully to obtain
thermal conductivity of thin films. By fitting amplitude and phase
shift of PA signals, Lachaine and Poulet@20# measured the ther-
mal conductivity of 18mm-thick polyester films. Raman et al.
@21# measured the thermal diffusivity by determining the fre-
quency ascertaining whether a layer is thermally thin or thermally
thick. By fitting the phase shift of the PA signal, Rohde@22#
measured the thermal conductivity of films as thin as 500 nm.

In this work, a PA measurement apparatus is designed for mea-
surements up to a frequency of 20 kHz, higher than the highest
frequency used by other investigators~2 kHz!. This allows prop-
erties of thinner films to be measured. Also an amplitude fitting
method is developed to measure bulk materials or films with
rough surfaces. The data reduction procedure is based on the re-
cently developed generalized photoacoustic model@23#. By fitting
phase shift and amplitude of PA signals, thermal conductivity data
of thin SiO2 films, thin nickel film, thermal barrier coatings, and
bulk materials with smooth and rough surface are obtained.

II Theory of the Photoacoustic Method
The sample considered in this work consists of a backing ma-

terial ~0! andN successive layers (1,2,̄ ,N), and is heated by a
modulated laser beam with an intensity of 1/2•I 0(11cos(vt)).
The coordinatex is originated from the surface of the sample and
pointing outward. Absorption of the laser beam is allowed in any
layer, and in more than one layer. An additional medium (N
11), such as air, is in contact with the surface layer~N!. The
backing material~0! and the surrounding medium (N11) are
considered to be thermally thick. It has been shown that when the
thermal diffusion length in gas is much less than the radius of the
sample chamber, the PA signal is independent of the energy dis-
tribution of the incident laser beam@24#. Therefore, a one-
dimensional model of the PA effect is adequate. The transient
temperature field in the multilayer sample and air can be derived
by solving a set of one-dimensional heat conduction equations.
Details of the derivation process have been described elsewhere
@23#. The solution of the complex temperature distributionuN11
in the air can be expressed as

uN115~12r!•BN11e2sN11xej vt, (1)

where
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for m5N, Gm50, for m5N11.

In the above equations,s i5(11 j )ai with j 5A21 and ai
5Ap f /a i . a i is thermal diffusivity of layeri, f is the modulation
frequency,ki is the thermal conductivity of layeri, r is surface
reflectivity of the sample,b i is the optical absorption coefficient
of layer i, andRi ,i 11 is thermal contact resistance between layeri
and i 11. In the calculation,l N11 is taken as 0 andPk5m

m21Uk is
taken as@0 1

1 0#, wherem is any integer between 0 andN11.
The temperature in the gas layer is related to the phase shift and

the amplitude of the PA signal. According to the generalized PA
theory @23#, the phase shift of the PA signal is calculated as
Arg(BN11)2p/4, and the amplitude is calculated asAbs@(1
2r)•BN11P0 /& l N11aN11T0#, whereP0 andT0 are the ambient
pressure and temperature, respectively.

III Experimental Details
The schematic of the experimental setup is shown in Fig. 1. A

diode laser, which operates at a wavelength of 0.8mm, is used as
the heating source. The laser power driver is sinusoidally modu-
lated by the internal function generator of a lock-in amplifier. The
output power of the diode laser is around 150 mW at the modu-
lation mode. After being reflected and focused, the laser beam is
directed onto the sample mounted at the bottom of the PA cell.
During the experiment, the maximum temperature rise at the
sample surface is less than 0.5 °C. A condenser microphone,
which is built into the PA cell, senses the acoustic signal and
transfers it to the lock-in amplifier, where the amplitude and phase
of the acoustic signal are measured. A personal computer, which
is connected to the GPIB interface of the lock-in amplifier, is used
for data acquisition and control of the experiment.

The PA cell used in this experiment is a cylindrical, small vol-
ume, resonance-free cell made of highly polished acrylic glass and
a sapphire window. Both acrylic glass and sapphire have low
reflection and high transmission for the laser beam used, so most
of the laser energy reflected from the sample surface transmits out
of the cell. At a frequency of 20 kHz, the wavelength of the
acoustic wave is about 17.4 mm. In order to avoid resonance
occurring in the cell, the characteristic cell size has to be less than
8.7 mm. Therefore, the cell is designed to have an axial bore of 4
mm in diameter and 6 mm high. The side of the bore facing the
laser beam is sealed by the sapphire window, and the other side is
sealed by the sample with an O-ring. In order to enhance the
signal, the microphone is mounted 2 mm away from the inside
wall of the cell, which is the smallest distance allowed by the size
of the microphone and the cell. On the other hand, the smallest

Fig. 1 Schematic diagram of the photoacoustic apparatus
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size of the cell is limited by the dimension of the microphone. It is
believed that the cell designed in this work is optimized consid-
ering both the signal to noise ratio enhancement and resonance
suppression.

The PA response is delayed by the time for the acoustic wave to
reach the microphone and the electronic circuitry. In order to re-
move the delay of the PA signal, reference samples of known
thermal properties are used for calibration. Two reference samples
are measured, one is a 3 mm thick graphite with its surface pol-
ished to 50 nm surface finishing, the other is a pure silicon wafer
~0.381 mm thick!with a 70 nm thick nickel coating. Because of
the small size of the laser beam (1 mm32 mm), at frequencies
lower than 2 kHz, the two-dimensional heat transfer effect could
exist, hence, only frequencies from 2 kHz to 20 kHz are used.
Within this frequency range, both the polished graphite and the
Ni-Si are thick enough to be considered as bulk materials, and the
phase shift is290 deg. For the Ni-Si reference sample, the am-
plitude of the PA signal only depends on surface reflectivity and
thermal properties of the silicon substrate.

After the phase shift of graphite,fgraphite8 , is obtained, the true
phase shift of the sample,f, is calculated asf5f82fgraphite8
290, wheref8 is the measured phase shift for the sample. The
amplitude of the sample signal needs to be normalized with the
reference signal since its absolute value is difficult to obtain. The
normalized amplitude of the sample,A, is calculated asA
5A8/ANi-Si8 •ANi-Si , whereA8 is the measured amplitude,ANi-Si8 is
the measured amplitude for the Ni-Si reference sample, andANi-Si
is the amplitude for the Ni-Si sample calculated using Eqs.
~1!–~4!.

The experimental setup is calibrated before each measurement.
At each frequency, the signal is allowed to stabilize first, then data
are taken every 8 sec. The phase shift and amplitude data are
averaged every 5 min. A computer code determines whether the
variation of the average phase shift over the five minutes time
span is less than 0.2 deg, and the relative variation of the average
amplitude is less than 0.5 percent. Data are stored when the above
criterion is reached. In order to determine the drift of the signals
with time, the references are also measured after each sample
measurement.

A least square fitting procedure is used to determine unknown
properties such as thermal conductivity and thermal contact resis-
tance. Trial values of unknown properties are used to calculate the
phase shift and the amplitude of the PA signal at each experimen-
tal frequency. For each trial value, the sum of the square of the
difference between calculated values of phase shift and amplitude,
and experimental ones is calculated. The trial values for which the
least square is obtained are taken as the property values.

IV Results and Discussion
Thermal conductivities of thin SiO2 films, nickel film, and ther-

mal barrier coatings are measured. Results of the PA measure-
ments will be first presented. Then, the measurement uncertainty
of the PA technique will be discussed.

IV.1 Results of the PA Measurement

SiO2 Films. Thermal conductivities of four SiO2 films ther-
mally grown on Si wafer are measured. The thicknesses of the
SiO2 films are 50, 101.9, 201.9 and 484.5 nm. In order to absorb
the laser beam, a 70 nm thick nickel film is deposited on top of the
SiO2 layer by e-beam evaporation. The thickness of the nickel
film is monitored during the evaporation process. The final film
thickness is measured with an accuracy of 0.5 nm.

In Fig. 2, the phase shift as a function of the modulation fre-
quency for the 484.5 nm thick SiO2 sample is shown. The thermal
conductivity of SiO2 is fitted to be 1.71 W/m•K. Based on the
60.2 deg uncertainty of the experiment, the uncertainty of ther-
mal conductivity is found to be60.08 W/m•K. The fitting lines
corresponding to the experimental uncertainty are also shown in

Fig. 2. Figure 3 shows thermal conductivities of all the four SiO2
films. From the figure, it is seen that thermal conductivities of all
the SiO2 films are around 1.66 W/m•K, higher than the thermal
conductivity of fused silica~1.4 W/m•K!. As shown in Fig. 3,
variations of the thermal conductivity with thickness are not evi-
dent. This could indicate that the structure of the thermally grown
SiO2 film changes little with thickness.

Thermal conductivities of SiO2 are also obtained by fitting the
amplitude of the PA signal. Since the same 70 nm Ni layer is
coated on the Ni-Si reference and the samples, reflectivity is ex-
pected to be the same, which is verified by measurements. Figure
4 illustrates the normalized amplitude for the 484.5 nm thick SiO2
sample. The thermal conductivity is found to be 1.47 W/m•K.
Based on the60.5 percent experimental uncertainty of the mea-
sured amplitude of PA signal, the numerical uncertainty analysis
shows that the thermal conductivity has an uncertainty of about
60.1 W/m•K. Thermal conductivity data of SiO2 with different
thicknesses obtained by amplitude fitting are summarized in Fig.
5. From this figure, it seems that thermal conductivity of SiO2
slightly decreases with the thickness increase, which is not seen in
the results obtained from phase shift fitting. However, this trend is
not conclusive due to the experimental uncertainties of the mea-
sured amplitude of the PA signal. For thinner films, the signal is
weaker and less stable, therefore the signal has a larger uncer-
tainty of about61.5 percent, which causes a larger uncertainty in
the final fitted results. Also when the film thickness is much less
than the thermal diffusion length, for the same experimental un-

Fig. 2 Phase shift as a function of the modulation frequency
of the 70 nm Ni—484.5 nm SiO 2—Si sample

Fig. 3 Thermal conductivity of SiO 2 films obtained by phase
shift fitting
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certainty, the thinner film will have a larger uncertainty for its
fitted thermal conductivity. The measurement sensitivity is dis-
cussed in more detail in IV.2.

From Fig. 3 and Fig. 5, it is seen that there is some discrepancy
between the thermal conductivity measured by phase shift fitting
and amplitude fitting. This discrepancy mostly comes from the
uncertainty in the reflectivity measurement, which is required for
amplitude fitting, but not for phase shift fitting. If the calculation
includes the effect of the uncertainty in the reflectivity measure-
ment, the uncertainty of the thermal conductivity resulted from
amplitude fitting will be larger, on the order of 15 percent for the
484.5 nm thick SiO2 film and 25 percent for the 50 nm-thick SiO2
film. The thermal conductivity of the SiO2 film measured in this
work is slightly larger than that of fused silica (k51.4 W/m•K!.
For thermally grown thin SiO2 films, measurements using other
techniques also showed similar results@7#, which were explained
as a higher level of crystallinity in SiO2 thin films than in fused
silica.

From both phase shift and amplitude fitting, the thermal contact
resistances between the nickel coating and the SiO2 film, and be-
tween the SiO2 film and the Si wafer, are found to be less than
1028 K•m2/W. When thermal contact resistances are less than
1028 K•m2/W, they do not affect the PA signals, and thus can not
be determined. Larger thermal contact resistances were found in
some other samples@23#.

Nickel Film. A thin nickel film is deposited on a pure 0.381
mm thick Si wafer using e-beam evaporation. The thickness of the
nickel film is 999.560.5 nm. Reflectivity of the sample is mea-
sured to be 0.595. Figures 6 and 7 show the phase shift and the

normalized amplitude, respectively. By fitting the phase shift data,
the thermal conductivity of the nickel film is found to be 47.5
W/m•K, with an upper limit of 56.0 W/m•K and a lower limit of
41.0 W/m•K. Using amplitude fitting, the thermal conductivity of
the nickel film is found to be 35.3 W/m•K. Based on the 1 percent
reflectivity measurement error, the thermal conductivity has an
upper limit of 54.2 W/m•K and a lower limit of 26.0 W/m•K.
Therefore, the thermal conductivity of the nickel film prepared in
this work is less than the bulk value of 90.7 W/m•K. The thermal
contact resistance between the nickel coating and the Si wafer is
also found to be less than 1028 K•m2/W.

Similar to the measurement of the SiO2 films, the accuracy of
determining thermal conductivity of the Ni film with amplitude
fitting is influenced by uncertainties in both the amplitude mea-
surement and the surface reflectivity measurement. Since reflec-
tivity is not needed for phase shift fitting, the thermal conductivity
obtained from amplitude fitting has a larger uncertainty range than
that obtained from phase shift fitting.

Bulk Materials With Mirror-Like Surface. For bulk materials,
the phase shift of the PA signal is290 deg, no information can be
extracted from phase shift fitting. Therefore, only amplitude fitting
can be used to obtain thermal conductivity of bulk materials. To
demonstrate the PA technique for measuring thermal conductivi-
ties of bulk materials, the thermal conductivity of a glass slide is
measured. A 70 nm thick nickel coating is deposited onto the
glass to absorb the laser beam. Calculations show that this thin
nickel layer has no effect on determining the thermal conductivity
of glass. The fitting results are shown in Fig. 8. Thermal conduc-

Fig. 4 Normalized amplitude as a function of the modulation
frequency of the 70 nm Ni—484.5 nm SiO 2—Si sample

Fig. 5 Thermal conductivity of SiO 2 films obtained by ampli-
tude fitting

Fig. 6 Phase shift as a function of the modulation frequency
of the 999.5 nm Ni—Si sample

Fig. 7 Normalized amplitude as a function of the modulation
frequency of the 999.5 nm Ni—Si sample
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tivity of glass slide is found to be 1.38 W/m•K, with an upper
limit of 1.43 W/m•K and a lower limit of 1.31 W/m•K. This result
agrees with the literature value of 1.4 W/m•K @25#.

Bulk Materials With Rough Surface.For bulk materials with
mirror-like surfaces, measuring surface reflectivity is straightfor-
ward. For those with rough surfaces, an ellipsoid is used to mea-
sure the diffuse reflectivity. The apparatus is shown in Fig. 9. The
sample is placed at one focal point, F1, of the ellipsoid and the
detector is placed at the other focal point, F2. The diffusely re-
flected light from the sample surface is reflected by the inner wall
of the ellipsoid and directed to the focal point F2, then is detected
by the power meter. In the measurement, the sample is tilted by
about 10 deg, so the specular reflection can reach the inner wall of
the ellipsoid. Some diffusely reflected light,P2 , will be lost
through the open aperture of the ellipsoid. This lost energy is
estimated asP25P1* V2 /V1 where P1 is the energy measured
by the detector,V2 is the solid angle of the open aperture with
respect to the sample, andV1 is (2p2V2). The variation of the
directional reflectivity of the rough sample surface is found to be
between 10;15 percent over the surface. Based on this, along
with considering the 5 percent measurement error of the power
meter, the error for the diffuse reflectivity measurement is esti-
mated to be 10;15 percent.

Thermal conductivities of three thermal barrier coatings and its
substrate material, all with rough surfaces are measured. Samples
and sample numbers are provided by TPRL.1 The normalized am-
plitude as a function of frequency for Sample #1787, which is a
68 mm thick thermal barrier coating on an alloy substrate, is
shown in Fig. 10. Thermal conductivity is fitted to be 0.98
60.05 W/m•K. The uncertainty of this thermal conductivity value
mostly comes from the reflectivity measurement. Surface reflec-
tivity and thermal conductivity values of all the thermal barrier

coatings are summarized in Table 1. Sample #1897 is a copper
based alloy used as the substrate of the thermal barrier coatings,
and Sample #1736 and Sample #1758 are thermal barrier materi-
als prepared by different techniques. The reference values are
measured using a laser-flash method at TPRL, with an uncertainty
of about65 percent. It is seen that the thermal conductivity val-
ues obtained from the PA method are in close agreement with the
data obtained from the laser-flash method. To reduce the uncer-
tainty of the PA measurement, a more accurate diffuse reflectivity
measurement method is required.

IV.2 Discussions. Using phase shift fitting, the photoacous-
tic technique is most suitable for measuring thin films whose
thicknesses,l, are on the same order of the thermal diffusion
depth, l a(5Aa/p f ). Since the frequencyf can be varied in a
range, thermal properties of samples within a certain thickness
range can be determined accurately. On the other hand, for thin
films with thicknesses much less or larger thanl a , the measure-
ment will be less accurate. Based on the results obtained in this
work and the uncertainty of the phase shift measurement~60.2
deg!, the numerical uncertainty analysis indicates a65 percent
uncertainty of the thermal conductivity measurement whenl a / l is
around 10~e.g., the 484.5 nm SiO2 sample!. Whenl a / l is around
100, the uncertainty of the thermal conductivity measurement is
around615 percent~e.g., the 50 nm SiO2 sample!. On the other
hand, when the top layer is thick enough thatl a / l is less than 0.15
~e.g., the thermal barrier coatings!, the modulated temperature
field does not penetrate to the interface of the first two layers,
thus, the top layer should be considered as a bulk material. In this
case, its thermal conductivity cannot be obtained using phase shift
fitting. These uncertainties are summarized in Table 2. Note that
the above analysis only applies to the experiment with a60.2 deg
uncertainty. For an apparatus with a different measurement uncer-
tainty, the uncertainties of the results need to be re-evaluated.

When the thermal conductivity is determined from amplitude
fitting, the uncertainty of thermal conductivity is mostly deter-
mined by the uncertainty in the surface reflectivity measurement.
Based on numerical sensitivity studies, the uncertainty of thermal

1Thermophysical Properties Research Laboratory Inc., West Lafayette, IN.

Fig. 8 Normalized amplitude as a function of the modulation
frequency of the 70 nm Ni—glass sample

Fig. 9 Schematic diagram of the apparatus for measuring dif-
fuse reflectivity

Fig. 10 Normalized amplitude as a function of the modulation
frequency of Sample #1787

Table 1 Thermal conductivity of samples from TPRL
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conductivity is found to be about twice of that of the absorptivity
measurement. Note that in Table 1, the measured surface reflec-
tivity has a large uncertainty, on the order of 10 percent–15 per-
cent. However, the uncertainty in absorptivity is much less, which
results in a relatively accurate measurement of thermal conductiv-
ity that compares favorably with the results obtained by the laser
flash method.

Comparing the PA method~amplitude fitting! with the laser
flash method for measuring thermal conductivities of bulk mate-
rials, the advantage of the PA method is that it can measure ther-
mal conductivities of coatings that can be treated as bulk materi-
als. On the other hand, the amplitude fitting method has two
limitations in comparison with the laser flash method. One is that
reflectivity is required for the PA method. The other one is that
the PA method works only at the room temperature. Technically,
it is possible to develop a high temperature PA apparatus, with the
highest temperature limited by the operation temperature of the
transducer~normally around a few hundred degrees Celsius!. The
laser flash method, on the other hand, can measure thermal diffu-
sivities above 1000 °C

Although all the film samples measured in this work do not
have significant thermal contact resistance, the current PA appa-
ratus does have the capability of measuring the thermal contact
resistance. For example, for a sample of 1.03mm-thick Ni on
glass, the thermal contact resistance between the nickel film and
the glass substrate is found to be 5.361.831027 m2K/W @23#.
For a film with thicknessl and thermal conductivityk, its thermal
resistance will bel /k. If the uncertainty of the thermal conductiv-
ity measurement isDk, then the uncertainty in the thermal resis-
tance isl •Dk/k2. Therefore, the smallest measurable thermal con-
tact resistance at the interface of that layer is aboutl •Dk/k2,
which corresponds to about 1028 m2K/W for the 484.5 nm SiO2
film in this work. When the uncertainty in the thermal contact
resistance is much larger than the thermal resistance of the film,
the thermal contact resistance will play a major role in determin-
ing the PA signal. For a layer whose thermal contact resistance
has an experimental uncertainty ofDR, and whose thermal resis-
tance is less thanDR, the effect of thermal resistance will not be
sensed by the experiment. Therefore, the largest measurable ther-
mal conductivity of the layer isl /DR.

V Conclusions
This work evaluated the PA technique for measuring thermal

conductivities of thin films and bulk materials. In addition to com-
monly used phase shift fitting, an amplitude fitting method was
also employed to determine thermal conductivities of thin films
and bulk materials. Thermal conductivities of thin SiO2 films ther-
mally grown on Si wafer with different thicknesses were mea-
sured. It was found that the thermal conductivity of SiO2 film
changed little with thickness. The amplitude fitting method was
used successfully to obtain thermal conductivities of bulk materi-
als with smooth or rough surfaces. For bulk materials, thermal
conductivity data obtained by the PA method were close to the
literature values or the values obtained by the laser flash tech-
nique. It was demonstrated that the PA method could be used to
determine thermal conductivities of a wide range of materials.
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Nomenclature

a 5 Ap f /a
A 5 amplitude
B 5 intermediate coefficient

E, G 5 intermediate parameter
f 5 modulation frequency
I 5 intensity of laser light
j 5 imaginary unity
k 5 thermal conductivity
l 5 thickness

P 5 laser energy measured by power meter
R 5 thermal contact resistance
u 5 element of matrixU
v 5 element of matrixV

U, V 5 intermediate coefficient matrix

Greek Symbols

a 5 thermal diffusivity
b 5 optical absorption coefficient
f 5 phase shift
u 5 complex temperature
r 5 reflectivity
s 5 (11 j )a
v 5 modulated angular frequency
V 5 solid angle

Subscripts

i 5 layer i in the multi-layer system

References
@1# Goodson, K. E., and Flik, M. I., 1994, ‘‘Solid Layer Thermal-Conductivity

Measurement Techniques,’’ Appl. Mech. Rev.,47, pp. 101–112.
@2# Mirmira, S. R., and Fletcher, L. S., 1998, ‘‘Review of the Thermal Conduc-

tivity of Thin Films,’’ J. Thermophys. Heat Transfer,12, pp. 121–131.
@3# Völklein, F., 1990, ‘‘Thermal Conductivity and Diffusivity of a Thin Film

SiO2-Si3N4 Sandwich System,’’ Thin Solid Films,188, pp. 27–33.
@4# Cahill, D. G., 1990, ‘‘Thermal Conductivity Measurement from 30 to 750 K:

the 3v Method,’’ Rev. Sci. Instrum.,61, pp. 802–808.
@5# Cahill, D. G., and Allen, T. H., 1994, ‘‘Thermal Conductivity of Sputtered and

Evaporated SiO2 and TiO2 Optical Coatings,’’ Appl. Phys. Lett.,65, pp. 309–
311.

@6# Zhou, S. Q., Chen, G., Liu, J. L., Zheng, X. Y, and Wang, K. L., 1998,
‘‘Anisotropic Thermal Conductivity of Si/SiGe Superlattice,’’Proceedings of
the 1998 ASME International Mechanical Engineering Congress and Exposi-
tion, ASME, Fairfield, NJ,361-4, pp. 249–254.

@7# Okuda, M., and Ohkubo, S., 1992, ‘‘A Novel Method for Measuring the Ther-
mal Conductivity of Submicrometer Thick Dielectric Films,’’ Thin Solid
Films, 213, pp. 176–181.

@8# Zhang, X., and Grigoropoulos, C. P., 1994, ‘‘The Amplitude Technique for
Measurement of Free Standing Thin Film Thermal Properties: a Comparison
with other Experimental Techniques,’’Proceedings of the 1994 ASME Inter-
national Mechanical Engineering Congress and Exposition, ASME, New
York, NY, 293, pp. 17–24.

@9# Goodson, K. E., Flik, M. I., Su, L. T., and Antoniadis, D. A., 1994, ‘‘Predic-
tion and Measurement of the Thermal Conductivity of Amorphous Dielectric
Layers,’’ ASME J. Heat Transfer,116, pp. 317–324.

@10# Goodson, K. E., Ka¨ding, O. W., Ro¨sler, M., and Zachai, R., 1995, ‘‘Experi-
mental Investigation of Thermal Conduction Normal to Diamond-Silicon
Boundaries,’’ J. Appl. Phys.,77, pp. 1385–1392.

@11# Wu, Z. L., Reichling, M., Hu, X. Q., Balasubramanian, K., and Guenther, K.
H., 1993, ‘‘Absorption and Thermal Conductivity of Oxide Thin Films Mea-
sured by Photothermal Displacement and Reflectance Methods,’’ Appl. Opt.,
32, pp. 5660–5665.

@12# Machlab, H., McGahan, W. A., and Woollam, J. A., 1992, ‘‘Thermal Diffu-
sivity Measurements by Photothermal Laser Beam Deflection~PTD!: Data

Table 2 Uncertainty of the thermal conductivity measurement
„based on Á0.2 deg uncertainty of the measured phase shift,
and Á5 percent uncertainty of the measured absorptivity …

Journal of Heat Transfer FEBRUARY 2001, Vol. 123 Õ 143

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Analysis Using the Levenberg-Marquardt Algorithm,’’ Thin Solid Films,215,
pp. 103–107.

@13# Capinski, W. S., and Maris, H. J., 1996, ‘‘Thermal Conductivity of GaAs/AlAs
Superlattices,’’ Physica B,219 and 220, pp. 699–701.

@14# Hostetler, J. L., Smith, A. N., and Norris, P. M., 1997, ‘‘Thin-Film Thermal
Conductivity and Thickness Measurements Using Picosecond Ultrasonics,’’
Microscale Thermophys. Eng.,1, pp. 237–244.

@15# Tam, A. C., 1986, ‘‘Applications of Photoacoustic Sensing Techniques,’’ Rev.
Mod. Phys.,58, pp. 381–431.

@16# Rosencwaig, A., and Gersho, A., 1976, ‘‘Theory of the Photoacoustic Effect
With Solids,’’ J. Appl. Phys.,47, pp. 64–69.

@17# Fujii, Y., Moritani, A., and Nakai, J., 1981, ‘‘Photoacoustic Spectroscopy
Theory for Multi-Layered Samples and Interference Effect,’’ Jpn. J. Appl.
Phys.,20, pp. 361–367.

@18# Baumann, J., and Tilgner, R., 1985, ‘‘Determining Photothermally the Thick-
ness of a Buried Layer,’’ J. Appl. Phys.,58, pp. 1982–1985.

@19# Cole, K. D., and McGahan, W. A., 1992, ‘‘Theory of Multilayers Heated by
Laser Absorption,’’Proceedings of Winter Annual Meeting of the American

Society of Mechanical Engineering, ASME, New York, NY,40, pp. 267–282.
@20# Lachaine, A., and Poulet, P., 1984, ‘‘Photoacoustic Measurement of Thermal

Properties of a Thin Polyester Film,’’ Appl. Phys. Lett.,45, pp. 953–954.
@21# Raman, S. S., Nampoori, V. P. N., Vallabhan, C. P. G., Ambadas, G., and

Sugunan, S., 1995, ‘‘Photoacoustic Study of the Effect of Degassing Tempera-
ture on Thermal Diffusivity of Hydroxyl Loaded Alumina,’’ Appl. Phys. Lett.,
67, pp. 2939–2941.

@22# Rohde, M., 1994, ‘‘Photoacoustic Characterization of Thermal Transport Prop-
erties in Thin Films and Microstructures,’’ Thin Solid Films,238, pp. 199–
206.

@23# Hu, H., Wang, X., and Xu, X., 1999, ‘‘Generalized Theory of the Photoacous-
tic Effect with a Multilayer Material,’’ J. Appl. Phys.,86, pp. 3953–3958.

@24# Quimby, R. S., and Yen, W. M., 1980, ‘‘On the Adequacy of One-
Dimensional Treatments of the Photoacoustic Effect,’’ J. Appl. Phys.,51, pp.
1252–1253.

@25# Incropera, F. P., and DeWitt, D. P., 1990,Fundamentals of Heat and Mass
Transfer, 3rd Ed., Wiley, New York, p. A13.

144 Õ Vol. 123, FEBRUARY 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Peter Vadasz
Professor

Fellow ASME
Department of Mechanical Engineering,

University of Durban-Westville,
Private Bag X54001,

Durban 4000, South Africa

Heat Transfer Regimes and
Hysteresis in Porous Media
Convection
Results of an investigation of different heat transfer regimes in porous media convection
are presented by using a truncated Galerkin representation of the governing equations
that yields the familiar Lorenz equations for the variation of the amplitude in the time
domain. The solution to this system is obtained analytically by using a weak non-linear
analysis and computationally by using Adomian’s decomposition method. Expressions for
the averaged Nusselt number are derived for steady, periodic, as well as weak-turbulent
(temporal-chaotic) convection. The phenomenon of Hysteresis in the transition from
steady to weak-turbulent convection, and backwards, is particularly investigated, identi-
fying analytically its mechanism, which is confirmed by the computational results. While
the post-transient chaotic solution in terms of the dependent variables is very sensitive to
the initial conditions, the affinity of the averaged values of these variables to initial
conditions is very weak. Therefore, long-term predictability of these averaged variables,
and in particular the Nusselt number, becomes possible, a result of substantial practical
significance. Actually, the only impact that the transition to chaos causes on the predicted
results in terms of the averaged heat flux is a minor loss of accuracy. Therefore, the
predictability of the results in the sense of the averaged heat flux is not significantly
affected by the transition from steady to weak-turbulent convection. The transition point is
shown to be very sensitive to a particular scaling of the equations, which leads the
solution to an invariant value of steady-state for sub-transitional conditions, a result that
affects the transition point in some cases.@DOI: 10.1115/1.1336505#
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1 Introduction
The wide variety of applications of heat transfer in porous me-

dia motivates this study. Examples of such applications are listed
in Nield and Bejan@1# and Bejan@2#, such as insulation of build-
ings and equipment, energy storage and recovery, geothermal res-
ervoirs, nuclear waste disposal, chemical reactor engineering, and
the storage of heat generating materials such as grain and coal.
The latter applications fall into the category of energy self-
sufficiency and pollution of the environment. In addition one
needs to indicate some geophysical applications, such as ground
water flow~where the heat transfer analogy may apply to the mass
transfer equations when considering underground water contami-
nation! and the flow of magma in the earth mantle close to the
earth crust. In particular, the problem of estimating the heat flux in
convective flows in porous media places a special theoretical chal-
lenge, as the raw experimental results are very much dispersed
over a wide range, beyond the experimental error~see Fig. 6.9 in
Nield and Bejan@1#!. The reason for this dispersion is associated
with a wide variety of possible heat transfer regimes, namely;
motionless-conduction, laminar-Darcy, laminar-Forchheimer,
weak-turbulent-Darcy ~or ‘‘temporal chaotic’’! and strong-
turbulent ~‘‘spatio-temporal-chaotic’’!. These regimes can occur
depending on the combination of appropriate values of Rayleigh,
Darcy-Prandtl, and Darcy numbers. The present paper is con-
cerned with the transitions from a motionless-conduction regime
to steady laminar-Darcy convection and further to weak-turbulent-
Darcy convection. The accurate definitions of each of these re-
gimes can be introduced by considering a fluid layer heated from
below and following a procedure of increasing the temperature

difference between the bottom and top boundaries. The transition
from a motionless-conduction to a steady-convection regime is
independent of whether a Darcy or a Forchheimer model is used
since this transition is obtained from a linear stability analysis
around a motionless solution, hence non-linear effects~such as the
Forchheimer terms! vanish. If the porous matrix consists of mate-
rial that is associated with a very small value of Darcy number
(Da,1023) and the fluid’s Prandtl number is of an order of mag-
nitude around Pr;10, then the transition from steady to non-
steady convection leads to a weak-turbulent regime. This transi-
tion is associated with the loss of stability of the steady
convection due to the nonlinear interactions in the energy equa-
tion, while the resulting filtration velocity values are still within
the Darcy regime.

Vadasz and Olek@3# demonstrated that the transition from
steady to chaotic~weak-turbulent!convection in porous media
could be recovered from a truncated Galerkin approximation,
which yields a system that is equivalent to the familiar Lorenz
equations~Lorenz @4# and Sparrow@5#!. In particular it was no-
ticed that the transition to chaos when the initial conditions are not
too far away from any one of the convective steady state solutions
passes through a limit cycle at a particular sub-critical value of
Rayleigh number. Here the term ‘‘sub-critical’’ is used in the
context of the transition from steady convection to a non-periodic
state, typically referred to as chaotic. The critical value of the
Rayleigh number is the value at which this transition to chaos is
predicted by the linear stability analysis of the convective steady
state solutions. It is the objective of this paper to investigate the
impact of this transition on the heat flux and the corresponding
Hysteresis phenomenon linked to the transition from steady con-
vection to chaos and backwards. Vadasz@6# used a weak nonlin-
ear method of solution to this problem, which revealed a mecha-
nism for the Hysteresis phenomenon. The same method is being
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used and extended in this paper in conjunction with the computa-
tional Adomian decomposition method in order to analyze and
investigate the resulting heat flux.

This is accomplished first by using the weak nonlinear results
presented by Vadasz@6# in order to evaluate analytically a rela-
tionship for the Nusselt number corresponding to the most general
post-transient but time dependent conditions. This relationship is
expected to break down when transition to chaos occurs. How-
ever, the qualitative properties of the derived analytical relation-
ship are shown to be compatible with supercritical conditions and
therefore a similar approach was adopted while using a computa-
tional method of solution~Adomian’s decomposition method! to
provide an estimate of the Nusselt number in the weak-turbulent
regime. Adomian’s decomposition method~Adomian @7,8#! was
shown to provide extremely accurate results and in particular its
robustness in solving problems that are sensitive to variations in
initial conditions was demonstrated by Vadasz and Olek@9#.

Nield and Bejan@1# provide an excellent summary of the ana-
lytical as well as the experimental work available so far on the
estimation of Nusselt number in porous media convection. For
example, for values of Rayleigh number slightly beyond the con-
vection threshold a linear relationship between the Nusselt and
Rayleigh numbers is suggested in@1# based on Elder@10#, which
fits well with experimental data. Such a linear relationship can be
derived analytically via a weak nonlinear analysis of the problem
using an expansion around the convection threshold~see Braester
and Vadasz@11#, and Vadasz and Braester@12#! and can be ex-
pressed in the form

Nu5112~R21!, (1)

where R5Ra/Racr is the scaled Rayleigh number and Racr

54p2 is the critical value of the Rayleigh number associated with
the loss of linear stability of the motionless solution, i.e., on the
convection threshold. It is shown in this paper that Eq.~1! repre-
sents the first two terms in a Taylor expansion of a more general
relationship, that is derived here, and applies to a much wider
range of Rayleigh number values.

Bau @13# indicates that, ‘‘One of the hallmarks of chaotic sys-
tems is their sensitivity to initial conditions and small perturba-
tions (noise). . . . Of course, when one is modeling real systems,
the initial conditions are not precisely known and all real systems
are subject to perturbations and noise. Hence,. . . , nolong term
prediction of the detailed behavior of a chaotic system is possible.
The lack of long-term predictability is a fundamental property of
chaotic systems just like the uncertainty principle is a corner
stone of quantum mechanics. One of the practical implications is
that when one deals with chaotic systems, the availability of large
computational resources will not enable one to generate long
term predictions.’’ This conclusion is somewhat disappointing as
it implies that it is hopeless to attempt modelling real systems
within the chaotic regime due to lack of long-term predictability.
It is shown in this paper that despite the sensitivity of the post-
transient chaotic solution, in terms of its dependent variables, to
variations in initial conditions, the dissipative nature of the con-
vective system reduces substantially this sensitivity, when these
dependent variables are being averaged over a sufficiently large
time range. In this context, Sparrow@5# indicates that in attempt-
ing to provide an explanation about the irregularity of the trajec-
tory in the chaotic regime, ‘‘we know we are seeing a portion of a
very high period orbit.’’ If chaotic solutions are a result of a very
large period, it implies that by averaging the results over a period
smaller than the largest period of the solution, it might compro-
mise the accuracy of the averaging process. This loss of accuracy
may be significant, in which case the high sensitivity of the solu-
tion to initial conditions applies to the averaged values as well, or
this loss of accuracy may be minor, the latter being expected in
dissipative systems. Then, despite the sensitivity of the post-
transient solution to variations in initial conditions, the corre-
sponding averaged values over a sufficiently large time interval

lack this substantial sensitivity. This paper shows that the mean
Nusselt number is just an example of such a case. Its affinity to
different initial conditions is very weak, and subject to a minor
loss of accuracy, one can predict its value even within the weak-
turbulent regime, except for some transition regions where the
hysteresis phenomenon may substantially affect it. Actually, it
will be shown that the only impact that the transition to chaos
causes on the predicted results in terms of the averaged heat flux
is a minor loss of accuracy. Since chaos is a result of limited and
finite accuracy of the solution, one can not expect to obtain results
that within the chaotic regime can be reached up to any desired
accuracy. This accuracy is limited also by the fact that we have no
way to anticipate a finite number of frequencies~and their corre-
sponding periods!over which to integrate the heat flux in order to
yield an accurate average Nusselt number. It will be shown that
these effects introduce only a minor error in the estimation of the
Nusselt number.

2 Problem Formulation and Reduced Set of Equations
A narrow (W5W* /H* !1) fluid saturated porous layer sub-

ject to gravity and heated from below, as presented in Fig. 1, is
considered. A Cartesian co-ordinate system is used such that the
vertical axisz is collinear with gravity, i.e.,êg52êz . The time
derivative term is not neglected in Darcy’s equation, a condition
that was well discussed and substantiated by Vadasz and Olek
@3,14#and Vadasz@6#. Other than that Darcy’s law is assumed to
govern the fluid flow, while the Boussinesq approximation is ap-
plied for the effects of density variations. Subject to these condi-
tions the following dimensionless set of governing equations is
obtained:

¹•q50 (2)

F 1

PrD

]

] t̂
11Gq52¹p1RaTêz (3)

]T

] t̂
1q•¹T5¹2T. (4)

The valuesae* /H* M f , m* ae* /k* M f , andDTc5(TH2TC) are
used to scale the filtration velocity components (u* ,v* ,w* ),
pressure (p* ), and temperature variations (T* 2TC), respec-
tively, whereae* is the effective thermal diffusivity,m* is fluid’s
viscosity,k* is the permeability of the porous matrix, andM f is
the ratio between the heat capacity of the fluid and the effective
heat capacity of the porous domain. The height of the layerH*
was used for scaling the variablesx* , y* , z* and H

*
2 /ae* for

scaling the timet* . Accordingly,x5x* /H* , y5y* /H* andz
5z* /H* and t̂5t* ae* /H

*
2 . In Eq. ~3! Ra is the gravity related

Rayleigh number in porous media defined in the form Ra
5b* DTcg* H* k* M f /ae* v* . The time derivative term was in-

Fig. 1 A fluid saturated porous layer heated from below
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cluded in Darcy’s Eq.~3!, where PrD is a dimensionless group
~Darcy-Prandtl number! which includes the Prandtl and Darcy
numbers as well as the porosity of the porous domain and is
defined by PrD5fPr/Da. Vadasz and Olek@3,14# have shown
that when investigating wave phenomena, such as the present
case, the time derivative in Eq.~3! needs to be included irrespec-
tive of how large the value of PrD is. Without including this term
the possibility of oscillatory convection is wiped out, and subse-
quently the transition to turbulence by using the present model
becomes impossible. Including the time derivative term in Eq.~3!
is equivalent to maintaining the highest derivative in an equation
in order to satisfy all boundary~or initial! conditions.

As all the boundaries are rigid the solution must follow the
impermeability conditions there, i.e.,q•ên50 on the boundaries,
whereên is a unit vector normal to the boundary. The temperature
boundary conditions are as follows:T51 at z50, T50 at z51
and¹T•ên50 on all other walls representing the insulation con-
dition on these walls.

For convective rolls having axes parallel to the shorter dimen-
sion ~i.e., y! v50, and the governing equations can be presented
in terms of a stream function defined byu5]c/]z and w
52]c/]x, which upon applying the curl~¹3! operator on Eq.
~3! yields the following system of partial differential equations
from Eqs.~2!, ~3!, and~4!:

F 1

PrD

]

] t̂
11G F ]2c

]x2
1

]2c

]z2 G52Ra
]T

]x
(5)

]T

] t̂
1

]c

]z

]T

]x
2

]c

]x

]T

]z
5

]2T

]x2
1

]2T

]z2
, (6)

where the boundary conditions for the stream function arec50
on all solid boundaries.

The set of partial differential Eqs.~5! and~6! form a nonlinear
coupled system, which together with the corresponding boundary
conditions accepts a basic motionless conduction solution. To ob-
tain the complete solution to the non-linear coupled system of
partial differential Eqs.~5! and ~6! we represent the stream func-
tion and temperature in the form

c524X̃ sinS px

L D sin~pz! (7)

T512z1
2Ỹ

p
cosS px

L D sin~pz!2
Z̃

p
sin~2pz!. (8)

This representation is equivalent to a Galerkin expansion of the
solution in bothx andz directions, truncated wheni 1 j 52, where
i is the Galerkin summation index in thex direction andj is the
Galerkin summation index in thez direction. Substituting~7! and
~8! into the Eqs.~5! and ~6!, multiplying the equations by the
orthogonal eigenfunctions corresponding to~7! and ~8! and inte-
grating them over the domain, i.e.,*0

Ldx*0
1dz(•), yields a set of

three ordinary differential equations for the time evolution of the
amplitudes~see Vadasz and Olek@3,14#!.

By using the wave number corresponding to the convection
threshold, rescaling the timet̂ , and introducing the following no-
tation:

R5
Ra

4p2 a5
PrD
2p2 t52p2 t̂ , (9)

yields the following set of equations

X8 5a~RỸ2X̃! (10)

Y8 5X̃2Ỹ2X̃Z̃ (11)

Z8 52~X̃Ỹ2Z̃!. (12)

The fixed points of the system~10!–~12! are obtained by setting
the time derivative to be zero, in the formX̃S56(R21)1/2, ỸS

56(R21)1/2/R and Z̃S56(R21)/R. They represent steady-
state solutions consisting of convection cells moving clockwise or
counter-clockwise. These fixed points lose stability in the linear
sense at a value ofR5Ro525 ~for a55 pertaining to the present
investigation!, at which point a sub-critical Hopf bifurcation oc-
curs ~see Vadasz@6#, for details!. The bifurcation diagram repre-
senting the convective fixed points and the unstable bifurcating
oscillatory solutions is presented in Fig. 2. A rescaling of the
variables with respect to these fixed points in the form

X5
X̃

A~R21!
Y5

RỸ

A~R21!
Z5

RZ̃

~R21!
(13)

provides the following set of scaled equations:

Ẋ5a~Y2X! (14)

Ẏ5RX2Y2~R21!XZ (15)

Ż52~XY2Z!, (16)

where the dots (̇) denote time derivativesd( )/dt. Equations
~14!, ~15!, and~16! are equivalent to Lorenz equations~Lorenz@4#
and Sparrow@5#! although with different coefficients. The dem-
onstration of this equivalence is provided by Vadasz and Olek@3#.
Their convective fixed points areXS5YS561, ZS51 for R.1.

It is appropriate at this stage to list all assumptions made in
deriving the system of Eqs.~14!–~16! from the original set of
partial differential Eqs.~2!–~4!, in order to assess the validity and
limitations of the present model. There are four inherent assump-
tions in the derivation of the present model:

1 The spatial convection structure remains unchanged qualita-
tively, i.e., within the range of Rayleigh number values con-
sidered any possible variations in this structure as Ra number
varies are small.

2 The wave number variation within the spatial convection
structure is small as well.

3 The very truncated Galerkin system might not represent cor-
rectly the detailed dynamics within boundary layers that may
form at high Ra number values.

4 Temperature or energy equation related turbulence precedes
hydrodynamic or momentum related turbulence, i.e., turbu-
lence is created by the nonlinear terms in the energy equa-
tion, rather than quadratic drag terms in a Forchheimer for-
mulation of the momentum equation.

Nevertheless, the model is expected to represent qualitatively well
the effects related to the overall dynamics of the system. Some
wide thermal boundary layers near the top and bottom of the layer
can be recovered. However this model excludes the possibility of
formation of narrow thermal boundary layers, or of hydrodynamic
boundary layers, next to these walls. Note that the formation of
hydrodynamic boundary layers near solid walls is not typical for
flows in porous media since the non-slip conditions do not
apply for the filtration velocity next to these walls. Assumption
~4! can be testeda posteriori by using a relationship obtained
via a scale analysis, between the pore scale Reynolds number
and the scaled Rayleigh number in the present model. This
relationship yields ReD5Re Da1/254p(R21)1/2Da1/2X/(M fPr)
54p(R21)1/2Xf/(M fPrDDa1/2). Then by using typical porous
media parameter values and typical values ofX from the solutions
presented by Vadasz@6# and Vadasz and Olek@3# we obtain
ReD max561.56Da1/2/Pr561.56f/(PrDDa1/2) for R;25. The tran-
sition from Darcy to a nonlinear Forchheimer regime in porous
media occurs at a pore scale Reynolds number of an order of
magnitude of 1. Therefore, for fluid Prandtl numbers around 10
the condition for validity of the Darcy regime is Da1/2!1, which
is clearly valid. As the value of the fluid Prandtl number decreases

Journal of Heat Transfer FEBRUARY 2001, Vol. 123 Õ 147

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the Darcy regime validity condition may be violated by some
combinations of solid-fluid materials forming the porous matrix.
In such cases the Darcy regime can not be recovered and the
conditions for the validity of assumption~4! might be violated as
well.

3 Heat Flux and Nusselt Number
This section is dedicated to the derivation of relationships for

the average Nusselt number that are sufficiently general to include

post-transient, but time dependent variations of the heat flux. This
is accomplished first by using the conservative form of the energy
Eq. ~4!, integrating it over the horizontal plane in order to obtain
a spatially averaged Nusselt number, and then substituting the
expression from Eq.~8! for the temperature. The definition of the
horizontally averaged Nusselt number is given by

Nuh5
1

LW E
0

L

dxE
0

W

dyFwT2
]T

]zG . (17)

Averaging horizontally the conservative form of the energy equa-
tion and using the boundary conditions on the sidewalls yields

E
0

W

dyE
0

L

dxF ]T

] t̂
1¹•~qT2¹T!G

5E
0

W

dyE
0

L

dxF ]T

] t̂
G1

]

]z
E

0

W

dyE
0

L

dxFwT2
]T

]z
G50

(18)

and upon introducing Eq.~17! into ~18! yields

]T̄h

] t̂
1

]Nuh

]z
50, (19)

where(•)h5@*0
Wdy*0

Ldx(•)#/(WL) stands for the horizontal av-
eraging operator. Integrating Eq.~19! in the z-direction and using
the boundary conditionw50 atz50 yields a relationship for the
horizontally averaged Nusselt number in the form

Nuh~ t̂ ,z!52E
0

z ]T̄h~ t̂ ,z!

] t̂
dz2S ]T̄h

]z
D

z50

, (20)

where z is a dummy integration variable. Substituting now the
expression for the temperature from Eq.~8! and using the rescaled
variables from Eq.~13! yields

Nuh~ t̂ ,z!511
2~R21!

R
Z1

~R21!

R
Ż@12cos~2pz!#. (21)

An alternative form of Eq.~21! can be obtained by substituting
Eq. ~16! into ~21! to yield

Nuh~ t̂ ,z!511
2~R21!

R
Z1

2~R21!

R
~XY2Z!@12cos~2pz!#.

(22)

Clearly when the post-transient solution is not time dependent and
a steady state is reached,Ż50 andZ5ZS51; therefore, Eq.~21!
yields

Nu
steady
state
h

532
2

R
. (23)

A Taylor expansion of Eq.~23!aroundR51, corresponding to the
neighborhood of the convection threshold, produces

Nu
steady
state
h

532
2

R
5112~R21!22~R21!21 . . . (24)

The first two terms in expansion~24! represent the first order
approximation presented in Eq.~1! as obtained via a weak non-
linear solution by using an expansion aroundR51. Nield and
Bejan@1# ~based on Elder@10#! suggested a linear approximation
as a good curve fitting of the experimental data in the neighbor-
hood of the convection threshold. The present model@Eq. ~24!#
recovers a linear first order approximation as a particular case of
the more general expression for the Nusselt number at steady
state, as presented by Eq.~23!. However, since we are interested
in considering more general time dependent post-transient solu-
tions, the more general equations~21! or ~22! need to be used. For

Fig. 2 The bifurcation diagram obtained analytically from Eqs.
„10…–„12…: „a… X̃ versus R, „b… Ỹ versus R, and „c… Z̃ versus R.
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the evaluation of the heat flux one is interested in an expression
for the Nusselt number which is independent ofz. This can be
accomplished in two ways. First, one can consider the heat flux
into the domain crossing the bottom boundary atz50 or the heat
flux from the domain crossing the boundary atz51. They both
yield

Nuo
h~ t̂ !5Nuh~ t̂ ,0!5Nuh~ t̂ !5Nuh~ t̂ ,1!511

2~R21!

R
Z

(25)

The second alternative way of obtaining az-independent Nusselt
number is by a vertical averaging of Eq.~21! or ~22! to obtain

Nuhv~ t̂ !511
2~R21!

R
Z1

~R21!

R
Ż511

2~R21!

R
XY,

(26)

where (•)hv5*0
1dz@*0

Wdy*0
Ldx(•)#/(WL) represents the overall

spatial average operator. While Eqs.~25! and ~26! represent
equivalent forms for the averaged heat flux they do not in general
yield identical values. However, particular cases of interest can be
considered when these two different forms of Nusselt number
produce identical results. The first particular case of interest is
when the solution is periodic with possible multiple harmonics.
Then, a time average over the largest period of both Eqs.~25! and
~26!, while taking into account the property of a periodic solution
that Z(to)5Z(to1to), whereto is the largest period, yields

Nuhvt5Nuo
ht5Nu1

ht511
2~R21!

R

1

to
E

to

~ to1to!

Zdt. (27)

The major limitation of this representation is the need to evaluate
a priori all the periods of oscillations~or alternatively the frequen-
cies! in order to identify the largest period. For chaotic solutions,
for example, this becomes theoretically impossible because then
the largest period is either very large~i.e., beyond the time over
which the solution is computed! or does not exist. Nevertheless,
for such cases one can adopt an alternative, practical, approach by
realising that chaotic solutions are obtained because of the finite
~and therefore limited! accuracy of the solution, hence two nearby
solutions will diverge. However, this divergence is limited by the
dissipative nature of the convection system. Therefore, by taking
advantage of this limited divergence one can attempt to integrate
the spatially averaged Nusselt number over a very large time
ranget15t12to ~starting from arbitrary post-transient values of
the solution, atto!. By separating the constant and time dependent
parts ofZ in the formZ511Z8(t), averaging over the time range
t1 , and looking for the limit ast1→`, yields from Eqs.~25! and
~26!

Nuo
h`511

2~R21!

R
1

2~R21!

R
lim

t1→`
F 1

t1
E

to

t1

Z8dtG (28)

Nuhv`511
2~R21!

R
1

2~R21!

R
lim

t1→`
F 1

t1
E

to

t1
Z8dtG

1
~R21!

R
lim

t1→`
F 1

t1
~Z12Zo!G , (29)

whereZo andZ1 are the values ofZ at t5to and t5t1 , respec-
tively. The dissipative property of the convection system repre-
sented by the Eqs.~14!, ~15!, and ~16! imposes the following
restrictions on the solution limt1→`@* to

t1Z8dt#→finite as well as

limt1→`@Zo#→finite and limt1→`@Z1#→finite. This requirement
to obtain finite values for the integral and forZo and Z1 as
t1→` causes the limits in Eqs.~28! and~29!, which consist of a
ratio of a finite value overt1 , to vanish ast1→`. Then, both
Eqs.~28! and ~29! yield

Nuo
h`5Nuhn`511

2~R21!

R
, (30)

which is identical to Eq.~23! for the steady state Nusselt number.
While the limit ast1→` has significant theoretical value in pro-
viding an upper limit for the heat flux, in real and practical cases
its applicability is problematic, especially when chaotic solutions
are considered. In such cases evaluating the time average over a
large, but finite, post-transient time range can provide an approxi-
mation for the heat flux. Because of the finite time range to be
used in such a time averaging process the result is expected still to
include oscillations, however it is also expected that these oscil-
lations become smaller as the time range used for averaging,t1 ,
becomes larger. We will observe this behavior when presenting
the computational results. An additional particular point of inter-
est can be observed from Eq.~30! when an upper bound for the
heat flux is to be estimated. This can be evaluated using the limit
of Eq. ~30! for large values ofR, i.e., asR→`. For this limit Eq.
~30! producesNu0,`

h` 5Nu`
hn`5 limR→`(Nu0,`

h` )5 limR→`(Nu`
hn`)

53. Therefore, the heat flux over the convective porous layer is
limited in the present model by this upper bound value of 3.
Higher values can only be obtained by including more modes in
the truncated Galerkin representation of the spatial variation of the
solution, by allowing the variation of the wave number as the
value of R varies, or by considering a Forchheimer model. The
latter includes nonlinear interactions in the momentum equation
and therefore allowing for the possibility of strong turbulence,
which is likely to produce complete time dependent, and three
dimensional convection structures. However, this is out of the
scope of the present paper.

4 Analytical and Computational Methods of Solution

4.1 The Analytical Solution, Amplitude Equation, and
Hysteresis. The analytical solution to the problem is evaluated
via a weak nonlinear analysis by using an expansion around the
point where the convective stationary solutions lose linear stabil-
ity. The stationary~fixed! points of the system~14!–~16! are the
convective solutionsXS5YS561, ZS51 and the motionless so-
lution XS5YS5ZS50 ~occasionally referred to as the origin!.
The expansion around the motionless stationary solution yields
the familiar results of a pitchfork bifurcation from a motionless
state to convection atR51. We expand now the dependent vari-
ables around the convection stationary points in the form

@X,Y,Z#5@XS ,YS ,ZS#1«@X1 ,Y1 ,Z1#1«2@X2 ,Y2 ,Z2#

1«3@X3 ,Y3 ,Z3#1 . . . (31)

We also expandR in a finite series of the formR5Ro(11«2)
which now defines the small expansion parameter as«25(R
2Ro)/Ro , whereRo is the value ofR where the stationary con-
vective solutions lose their stability in the linear sense~see Vadasz
and Olek@3,14#!. Therefore, the present weak nonlinear analysis
is expected to be restricted to initial conditions sufficiently close
to any oneof the convective fixed points. Introducing a long time
scalet5«2t and replacing the time derivatives in Eqs.~14!–~16!
with d/dt→d/dt1«2d/dt yields a hierarchy of ordinary differ-
ential equations at the different orders. The solutions to order
O(«) have the following form:

X15a1eisot1a1* e2 isot; Y15b1eisot1b1* e2 isot;

Z15c1eisot1c1* e2 isot, (32)

where the coefficientsa1(t), a1* (t), b1(t,) b1* (t), c1(t), and
c1* (t) are allowed to vary over the long time scalet and6 iso are
the imaginary parts of the complex eigenvalues corresponding to
the linear system at marginal stability~i.e., the real part of the
eigenvalues is 0!. The details of this solution including relation-
ships between the coefficients are presented by Vadasz@6# and are
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therefore skipped here. A solvability condition is obtained at order
O(«3) in order to prevent terms of the formeisot and e2 isot on
the right hand side of theO(«3) equations to resonate the homo-
geneous operator, hence forcing secular solutions of the form
teisot andte2 isot that are not bounded ast→`. Hence, the coef-
ficients of these secular terms must vanish, a requirement which
provides a constraint on the amplitudes at orderO(«) in the form
of an amplitude equation

dr

dt
5x@j2r 2#r , (33)

where theO(«) complex amplitude was presented in the forma
5«a15reiu, a* 5«a1* 5re2 iu with aa* 5r 2, and x5w/b and
j5«2/w5(R2Ro)/Row, wherew andb are parameters that de-
pend on the value ofa. For a55, corresponding to a Darcy-
Prandtl number of PrD>98.7, and consistent with the present
study w522.4, b50.403226, and the following critical values
apply Ro525 andso560. Clearlyx,0 over all the cases to be
considered, whilej.0 for «2,0 ~sub-critical conditions!, j,0
for «2.0 ~supercritical conditions!, andj50 for «250 ~critical
conditions!. The post-transient solution to Eq.~33! yields r 2

56j which produces a real value ofr only for «2,0 ~because
w,0 as indicated above!. The Hopf bifurcation atR5Ro525 is
therefore sub-critical and in order to investigate the breakdown of
the periodic solution atR5Ro525 we derive the transient solu-
tion of Eq. ~33!. This transient solution is obtained by direct inte-
gration in the form

r 25
j

F12S 12
j

r o
2D exp~22jxt !G for jÞ0 ~«2Þ0! (34)

r 25
r o

2

@112r o
2xt#

for j50 ~«250!, (35)

where the following initial conditions were introduced:r 5r o at
t50.

Clearly, both solutions~34! and~35! are valid att50 and yield
thenr 25r o

2, which can be easily recovered by substitutingt50 in
Eqs. ~34! and ~35!. Therefore the question which arises is what
happens at a later timet.0 which causes these solutions to dis-
appear when«2.0, ~i.e., whenj,0!. Vadasz@6# has shown that
both solutions~34! and ~35! become singular, i.e., their denomi-
nator vanishes at a value oft, identified as the critical time, ex-
pressed by the equation

tcr5
1

2xj
lnF12

j

r o
2G . (36)

The existence of this critical time is linked to a condition for the
argument of the ln(•) function in Eq.~36! to be positive and
greater or smaller than 1, depending on whetherj is negative or
positive, respectively. The latter requirement comes to impose a
positive value oftcr ; otherwise no physical significance can be
associated with this critical time. This condition exists only for
subcritical values ofR, i.e., forj.0, and is presented in the form
j/r o

2,1, while for supercritical values ofR(j,0) the critical
time exists unconditionally. The significance of the existence of a
critical time when the limit cycle solution diverges is explained in
terms of the breakdown of the asymptotic expansion. The latter
implicitly assumes~a! that the solution is local, aroundany one
(but only one)of the fixed points, and~b! that the expansion is
valid around the critical value ofR, i.e., aroundRo . The second
assumption does not seem to be violated; however, the first as-
sumption is strongly violated by a solution that tends to infinity,
starting at sub-critical conditions whenj/r o

2,1. This condition
implies r o

2.j, i.e., at a given sub-critical value ofR, as long as
the initial conditions forr o

2 are smaller thanj(r o
2,j) the solution

decays, spiralling towards the corresponding fixed point around
which we applied the expansion. When the initial conditions sat-
isfy r o

25j a solitary limit cycle solution around this fixed point
exists~the terminology ‘‘solitary limit cycle’’ is used to indicate
that this limit cycle can be obtained only atr o

25j!. As the initial
conditions move away from this fixed point andr o

2.j, the other
fixed point may affect the solution as well. However the
asymptotic expansion used does not allow it, and it is because of
this reason that the solution diverges, indicating the breakdown of
the expansion used, while physically representing the homoclinic
explosion. Transforming the condition for this transition to occur,
from r o

2.j, to the original physical parameters of the system by
substituting the definition ofj and«2 one can observe that there is
a value ofR<Ro , say Rt , beyond which the transition occurs,
which can be expressed in the form

Rt5Ro~12uwur o
2!, (37)

where the minus sign and the absolute value ofw appear in order
to show explicitly thatw,0. If R,Rt the solution decays, spiral-
ling towards the corresponding fixed point, and atR5Rt we ex-
pect the solitary limit cycle solution. Beyond this transitional
value ofR, i.e.,R.Rt , the solution moves away from this fixed
point either ~a! towards the other fixed point, or~b! wanders
around both fixed points before it stabilises towards one of them,
or ~c! yields a chaotic behavior. The present expansion can not
provide an answer to select between these three possibilities.
However, it is important to stress that for any initial conditionr o

2,
which we choose, we can find a value ofR<Ro which satisfies
Eq. ~37!. At that value ofR we expect to obtain a limit cycle
solution and beyond it a possible chaotic solution.

Experimental and numerical results of transitions to chaos in
the Lorenz system~Wang, Singer, and Bau@15#, Yuen and Bau
@16#, and Sparrow@5#! suggest the existence of a Hysteresis
mechanism. The Hysteresis phenomenon is described as follows:
when increasing the value ofR gradually by approachingRo from
below, the transition to chaos occurs atR5Ro , while repeating
the same procedure, but approachingRo from above, the transition
from chaos to the stationary solution occurs at a value ofR
,Ro . We provide an explanation of the Hysteresis phenomenon
in connection with the transitional value ofR which is presented
in Eq. ~37!. Let’s imagine a process of approachingRo from be-
low, say R,Rt . This means that the initial conditions lead the
solution to one of the convective fixed points, i.e.,r 50 ~the fixed
points represent the steady solutions of convective rolls moving
clockwise or counter-clockwise!. As we gradually increase the
value of R by starting the next experiment~or numerical proce-
dure!with initial conditions taken from the post-transient previous
solution obtained at the slightly lower value ofR, the new initial
conditions are very close to the fixed point, i.e.,r o

2'0. They are
not exactly at the fixed point because the post-transient values of
the previous solution are reached asymptotically, and at any finite
time there is a slight departure between the solution and the steady
state. For numerical solutions this is particularly correct when one
solves the system~10!–~12! for the variablesX̃, Ỹ, Z̃, instead of
~14!–~16! for X, Y, Z. The reason for the distinction between the
two systems, which are equivalent, is the fact that the fixed points
expressed in terms of the former are dependent on the value ofR,
while the scaling of the latter removes this dependence. As a
result the latter system will provide an identical post-transient
solution which is independent ofR that may converge accurately
~within machine precision! to the fixed point, hence preventing the
transition to chaos even for values ofR.Ro . Otherwise, transi-
tion to chaos occurs and according to Eq.~37! the corresponding
transitional valueRt is very close toRo . However, when one
approachesRo from above, the initial conditions taken from the
previous solution at a value ofR.Ro are quite large and far away
from the fixed point~because they correspond to a chaotic solu-
tion obtained at a higher value ofR!, i.e.,r o

2 is far away from 0.
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Therefore, in such a case it is expected to obtain a chaotic solution
for sub-critical values ofR until the value ofRt is reached from
above, which would be quite far away fromRo , according to Eq.
~37!. In graphical terms this process can be observed on Fig. 3,
where the variation of the explicit critical time is presented as a
function of (R2Ro) for different values ofr o

2, by using Eq.~36!
and the definitions ofj and«2. The disappearance of the critical
time atR5Rt is an indication that the amplitude does not diverge,
and therefore a steady convective solution can be obtained. From
the figure it is evident that for small values ofr o

2 ~e.g., r o
2

50.001!, corresponding to the forward transition from steady
convection to chaos, the asymptote oftcr ~i.e., the point when the
critical time disappears! occurs very close toR5Ro , while for
values ofr o

2 which are not so small, corresponding to the reverse
transition from chaos to steady convection,~e.g.,r o

250.2! the as-
ymptote oftcr occurs at values ofR,Ro which are quite far away
from Ro . This explains the reason for observing Hysteresis in the
transition from steady convection to chaos and backwards, by
using initial conditions corresponding to a previous solution at a
slightly different value ofR.

4.2 The Computational Solution, Adomian’s Decomposi-
tion Method. Adomian’s decomposition method~Adomian
@7,8#! is applied to solve the system of Eqs.~14!, ~15!, and~16!.
The method provides in principle an analytical solution in the
form of an infinite power series for each dependent variable.
However, the practical need to evaluate numerical values from the
infinite power series, the consequent series truncation, and the
practical procedure to accomplish this task transform the other-
wise analytical results into a computational solution achieved up
to a finite accuracy. This is accomplished by using the decompo-
sition method as an algorithm for the approximation of the dy-
namical response in a sequence of time intervals
@0,t1),@ t1 ,t2), . . . ,@ tn21 ,tn) such that the solution attp is taken
as initial condition in the interval@ tp ,tp11), which follows. A
detailed description of the method of solution is provided by Va-
dasz and Olek@3,14#and its convergence and accuracy as relevant
to the present problem was presented by Vadasz and Olek@9#. The
solution to Eqs.~14!–~16! was obtained in the form

Xi~ t !5(
n50

`

ci ,n

tn

n!
; i 51,2, . . . ,m, (40)

where

ci ,05Xi~0! ; i 51,2, . . . ,m (41)

and the general term forn>1 is defined through the following
recurrence relationship:

c1,n52a~c1,~n21!2c2,~n21!! (42a)

c2,n5Rc1,~n21!2c2,~n21!2~R21!(
k50

n21
~n21!!c1,kc3,~n2k21!

k! ~n2k21!!
(42b)

c3,n522c3,~n21!12(
k50

n21
~n21!!c1,kc2,~n2k21!

k! ~n2k21!!
. (42c)

The advantages of using this method as compared with other,
standard and traditional, numerical methods lies predominantly in
its robustness and in the fact that it yields an analytical form of the
solution to support the computational results. The computations
were performed to double precision accuracy on an Apple Power
Macintosh G3. In all computations 15 terms in the series and a
time interval ofDt51023 were used, and all computations were
performed up to post-transient values oft5tmax5210, or in cases
of particular interestt5tmax5420. Subject to these conditions the
accuracy of the computational solution reaches saturation at ma-
chine precision@9#, hence releasing the user from the need to
occasionally fine-tune the accuracy of the results.

In order to compare the computational results to the analytical
ones obtained in the previous section via the weak nonlinear
theory we have to make sure that the initial conditions for the
computations are consistent with the initial conditions correspond-
ing to the weak nonlinear solution. It should be pointed out that
the set of possible initial conditions in the weak nonlinear solution
~34! and ~35! is constrained because we did not include the de-
caying solutions of the forma12(t)exp(s3t) ~with s3,0 and real!
in Eq. ~32!. Therefore, this constraint, which is equivalent to set-
ting (a12)t5050 and (u)t5050, is kept valid for all computa-
tional results as well. The present weak nonlinear solution pro-
vides the following conditions, which are necessary and sufficient
to ensure the consistency of the initial conditions between the
weak nonlinear and computational solutions

X~o!5Y~o!5112r o ;

Z~o!511
so

2

a~Ro21!
@X~o!21#511

2so
2

a~Ro21!
r o , (43)

whereX(o), Y(o), andZ(o) are the initial conditions forX, Y, and
Z respectively andr o is the initial condition forr, as used in the
weak nonlinear solution. Furthermore, using Eq.~43! it is noted
that r o5(X(o)21)/25(Y(o)21)/2. Clearly this yields negative
values ofr o if X(o),1 or Y(o),1. Therefore, we extend the defi-
nition of r and allow it to take negative values. This is equivalent
to a phase shift in the limit cycle solution of the formũ5u1p
and can be rigorously justified. Forr o this corresponds to a phase
shift ũo5uo1p5p, becauseuo5(u)t5050, implicitly in the
present case.

5 Results and Discussion
Before presenting the comparison between the computational

and weak nonlinear analytical results in terms of the resulting
Nusselt number, a brief sequence of computational results are
presented in Fig. 4 to demonstrate the transition from steady con-
vection to chaos. These results correspond to initial conditions

Fig. 3 The critical time as a function of „RÀRo… for six values
of initial conditions in terms of r o

2. The transition from steady
convection to chaos „or backwards… is linked to the existence
„disappearance … of this critical time, explaining the mechanism
for Hysteresis.
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Fig. 4 The computational results for the evolution of X„t … in the time domain for three values of Rayleigh number „in terms of
R…: „a… X as a function of time for RÄ23—the solution stabilizes to the fixed point; „b… the inset of Fig. 4 „a… detailing the
oscillatory decay of the solution; „c… X as a function of time for RÄ24.9—the solution exhibits chaotic behavior; „d… the inset
of Fig. 4„ c… detailing the chaotic solution; „e… X as a function of time for RÄ24.422—the solution is periodic; and „f … the inset
of Fig. 4„e… detailing the periodic solution „data points are connected ….
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consistent withr o520.1 ~X(o)5Y(o)50.8 andZ(o)50.9! and are
presented at two values ofR, the first atR523 just before the
transition to chaos occurs, and the second just after the transition
at R524.9,Ro ~note thatRo525!. The results for these two val-
ues ofR in the time domain are presented in Fig. 4 forX as a
function of t. The decay of the solution, corresponding toR
523, towards the steady state value ofX51 is clearly identified
in Fig. 4~a!, and the inset presented in Fig. 4~b! highlights its
oscillatory behavior. On the other hand, forR524.9, Fig. 4~c!
shows a typical chaotic result and the inset presented in Fig. 4~d!
focuses on the post-transient time domain 170,t,210. It is
worth emphasising the fact that the computational results show a
transition to chaos at a sub-critical value ofR ~the critical value is
Ro525!. A comparison between Figs. 4~a! and 4~c!at a common
transient time domain 0,t,50 shows that the envelope of the
function X(t) converges forR523 ~Fig. 4~a!! and diverges for
R524.9 ~Fig. 4~c!!. This suggests that somewhere in-betweenR
523 andR524.9 the envelope of the functionX(t) will neither
converge nor diverge, producing a typical limit cycle. Looking for
this limit cycle provides the result presented in Fig. 4~e!, where it
is evident that the envelope of the functionX(t) does not con-
verge nor diverge, and the inset presented in Fig. 4~f ! ~where the
data points are connected! demonstrates the periodic behavior of
the solution. The objective in the presentation of the following
results is to demonstrate the appearance of this solitary limit cycle
at a particular value ofR prior to the transition to chaos and to
present the computational values ofR5Rt where this transition
occurs~the analytical values ofRt where presented in Eq.~37!!
for different initial conditions~consistent with the weak nonlinear
solution!. It should be stressed that this limit cycle was obtained
computationally irrespective of whether the initial conditions were
consistent with the weak nonlinear solution or not; the consistency
is imposed only for quantitative comparison purposes. A compari-
son between the computational and analytical results regarding the
transition value ofR as a function ofr o , representing the initial
conditions, is presented in Fig. 5. The continuous curve represents
the analytical results following Eq.~37! while the dots represent

computational results obtained by using initial conditions consis-
tent with their corresponding analytical ones by using the consis-
tency Eq.~43!. From the figure it is evident that as long as the
initial conditions are not too far away from the convective fixed
point, i.e.,ur ou!1, the computational and analytical solutions are
identical. For values ofr o close to the convective fixed point, i.e.,
in the neighborhood ofr o;0, both solutions overlap. However, as
r o moves away from this neighborhood the weak nonlinear solu-
tion loses accuracy and the analytical results forRt depart from
the accurate computational ones. Higher order corrections of this
analytical transition value could improve the accuracy of the ana-
lytical results, a task that is left for future investigation.

The spatial as well as time average of the Nusselt number was
evaluated by using the computational solutions, in order to inves-
tigate the impact of these solutions on the heat flux. This was
accomplished by evaluating the averaged Nusselt number follow-
ing the relationship

Nuo
ht1511

2~R21!

R

1

t1
E

t0

t01t1

Zdt, (44)

which is identical to Eq.~27! with the only exception thatt1 is not
necessarily a period of convection. The lack of knowledge about
these periods of oscillations, especially in the chaotic regime, sug-
gests the use of an alternative approach. The value ofto was taken
as any arbitrary post-transient value of time~to550 was found to
correspond to this condition!, while the time range for the integra-
tion was allowed to vary in such a way that one can present the
accumulative effect of this time averaging process asNuo

ht1(t1).
The result of this procedure forR526 is presented in Fig. 6,
where the initial conditions used for evaluating the solution were
X(o)5Y(o)5Z(o)50.9. It can be observed from Fig. 6~a! that the
accumulated effect of this averaging process converges to a very
narrow band of variation around an almost constant value for the
Nusselt number when the time range is large. From the inset pre-
sented in Fig. 6~b!one can estimate the fluctuations around this
mean Nusselt number to be about;0.005 around;2.619, i.e.,
approximately 0.2 percent. Such an accuracy in estimating the
Nusselt number should be more than sufficient in most engineer-
ing applications, and therefore even during the chaotic regime the
predictability of the heat flux is not substantially violated by this
limited accuracy due to the oscillations of this mean Nusselt num-
ber. We can therefore use this procedure and evaluate the Nusselt
number over a wide range of values ofR. In order to do so we
need to take into account the already established fact that in the
chaotic regime the results are very sensitive to variations in the
initial conditions. While this sensitivity might not affect the mean
Nusselt number directly, when using the procedure suggested
above, the transitional value ofR is significantly affected by the
initial conditions as demonstrated above. As a result, the mean
Nusselt number around this transitional value ofR is expected to
be affected significantly. Therefore, the evaluation of this mean
Nusselt number was performed for three different cases, as rel-
evant to the impact of the initial conditions on the results. The first
case corresponds tofixed initial conditionsfor all values ofR
considered~the values used correspond toX(o)5Y(o)5Z(o)50.9!,
the second case uses the final values ofX, Y, andZ obtained at the
previous,slightly smaller, value ofR as initial conditions for the
current value ofR. This case is referred to as the‘‘forward mov-
ing’’ case. The third case is similar to the latter however it differs
from it by moving in the oppositeR direction, i.e., the values ofR
decrease and the initial conditions for the solution at the current
value ofR are taken from the final values ofX, Y, andZ obtained
at the previous,slightly larger, value ofR. This case is referred to
as the‘‘backward moving’’case. This procedure was followed for
values of R ranging between 1<R<150, with a step ofDR
50.1. The results are presented in Fig. 7. It is evident from the
figure that the transition from steady convection to chaos is asso-
ciated with a sharp decline in heat flux. This can be linked to the

Fig. 5 Transitional sub-critical values of Rayleigh number in
terms of Rt ÕRo as a function of the initial conditions r o . A com-
parison between the weak nonlinear solution „— analytical … and
the computational results „d computational ….
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solitary limit cycle that appears at this transition, hence the retard-
ing effect that this transition has on the heat flux is due to the
oscillatory nature of the transition point, rather than the chaotic
~weak-turbulent!nature of the solution beyond this transition
point. Furthermore, it is evident that the weak-turbulent regime
following the transition point contributes to a recovery from this
sharp reduction in heat flux. The retarding effect of oscillatory
single frequency convection on the heat flux is well documented
in other heat transfer problems. Mladin and Zumbrunnen@17#
indicate, for example, that in their investigation of the heat trans-
fer in a pulsating stagnation flow ‘‘both theoretical and experi-
mental results indicate a significant decrease in the~average!Nus-
selt number with increasing flow pulsation amplitude.’’ An
additional impressive result evident from Fig. 7 is the effect of
Hysteresis linked to the transition from steady to weak-turbulent
convection. While the solution corresponding to constant initial
conditions experiences the transition~observed by the jump in the
value of the mean Nusselt number! at a value ofR close toR
5Ro525 ~actually slightly below it! the transition for the ‘‘back-
ward moving’’ case occurs at a value ofR substantially below

Ro525, as indeed anticipated from the analytical results and the
discussion on Hysteresis presented in Section 4.1 and Eq.~37!. On
the other hand the results pertaining to the ‘‘forward moving’’
case do not experience any transition to a weak-turbulent regime
over the whole range ofR values considered. This apparently
surprising result can be explained in terms of the scaling used for
the computations.The system of equations~14!–~16! yields a
post-transient steady state for R,Rt , which is independent of R.
Actually they yield accuratelyZ51 if the post-transient solution
is left to be evaluated over a long post-transient time range. By
using the ‘‘forward moving’’ procedure starting from sub-critical
values ofR, the solution will eventually converge~after a few
values ofR! to this accurate~within the machine precision! steady
state. Clearly, when the computational procedure starts with initial
conditions corresponding to this convective fixed point, which
belongs to the stable manifold associated with this fixed point, the
solution will remain at the fixed point even at super-critical values
of R, because this fixed point is independent ofR. It is also a well
known experimental result that non-turbulent solutions were re-
covered in carefully performed experiments in a quiet environ-

Fig. 6 „a… The impact of the accumulated effect of the variation
of the mean Nusselt number as a function of the time range of
the integration, t1 ; „b… the inset of Fig. 6 „a…, highlighting the
details of the oscillations.

Fig. 7 „a… The variation of the mean Nusselt number as a func-
tion of R as obtained by solving the system of Eqs. „14…–„16… in
terms of the rescaled variables, via constant initial conditions,
forward and backward variation of R, and compared with the
analytical relationship, Eq. „23…, for sub-transitional values of
R; „b… the inset of Fig. 7„ a…, highlighting the transition from
steady convection to chaos, and the corresponding Hysteresis
effect.
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ment even for super-critical conditions. A quiet environment in
our case is associated with initial conditions of perfect steady state
convection and very gradual increase of the value ofR, pertaining
to the ‘‘forward moving’’ case. To qualify this explanation that
the scaling of the variables prevented the transition to occur in the
‘‘forward moving’’ case an additional solution was sought, this
time in terms of the pre-scaled variablesX̃, Ỹ, and Z̃ as repre-
sented by Eqs.~10!–~12!. These variables have fixed points (cor-
responding to the steady state) which depend on the value of R.
Therefore, it is anticipated that the forward moving solution will
not be able to converge to an invariant constant value, indepen-
dent ofR, and prevent the transition, because the fixed point is a
function of R. An identical computational procedure was adopted
for the solution of the system of Eqs.~10!–~12! producing the
results presented in Fig. 8, where the case of fixed initial condi-
tions was omitted because of lack of current interest. It is evident
from Fig. 8 that indeed the transition from steady to weak-
turbulent convection occurs in the ‘‘forward-moving’’ case as
well, at a value ofR very close but slightly higher thanRo525.
The transition for the ‘‘backward moving’’ case occurs at the
same sub-critical value ofR as in Fig. 7. Therefore, it can be
concluded that the scaling of the equations~especially their nor-

malization with respect to their fixed points! may have a substan-
tial impact on the transition from steady to weak-turbulent con-
vection. In both solutions, corresponding to Eqs.~10!–~12! and
~14!–~16! presented in Figs. 7 and 8 it is clear that the computa-
tional and analytical solutions~Eq. ~23!! yield identical results for
conditions pertaining to steady state convection. Furthermore, the
computational results confirm the analytical upper bound for the
average Nusselt number represented by Eq.~30! and in particular
the value ofNuo,`

h` 53 for the limit asR→`.

6 Conclusions
The investigation of heat transfer regimes in a fluid saturated

porous layer heated from below was presented by using the weak
nonlinear theory and Adomian’s decomposition method to pro-
vide solutions to a truncated Galerkin representation of the gov-
erning equations, which is equivalent to Lorenz equations. Both
the analytical and computational results confirmed the transition
from steady convection to chaos via a solitary limit cycle at a
sub-critical value of the Rayleigh number. The sub-critical transi-
tion was explained by investigating the transient amplitude solu-
tion obtained via the weak non-linear theory. This investigation
reveals analytically the mechanism for the experimentally~or nu-
merically!well known phenomenon of Hysteresis in the transition
from steady to weak-turbulent convection. Despite the difficulty
to evaluate the averaged heat flux up to any desired accuracy in
the weak-turbulent regime, it was demonstrated that the only im-
pact that this regime has on the average heat flux is a minor
reduction of accuracy. Hence, in this sense the concept of predict-
ability of the results is not violated. Analytical expressions of
upper bounds for the averaged Nusselt number were derived and
their comparison with computational results confirms their valid-
ity.
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Nomenclature
Latin Symbols

Da 5 Darcy number, defined byk* /H
*
2

êx 5 unit vector in thex-direction
êy 5 unit vector in they-direction
êz 5 unit vector in thez-direction
êg 5 unit vector in the direction of gravity
ên 5 unit vector normal to the boundary, positive out-

wards
H* 5 the height of the layer

H 5 the front aspect ratio of the porous layer, equals
H* /L*k* 5 permeability of the porous domain

L* 5 the length of the porous layer
L 5 reciprocal of the front aspect ratio, equals 1/H

5L* /H*Nu 5 Nusselt number
M f 5 a ratio between the heat capacity of the fluid and

the effective heat capacity of the porous domain
p 5 reduced pressure~dimensionless!

PrD 5 Darcy-Prandtl number, equalsfPr/Da
Pr 5 Prandtl Number, equalsv* /ae*
q 5 dimensionless filtration velocity vector, equalsuêx

1vêy1wêz
Ra 5 porous media gravity related Rayleigh number,

equalsb* DTcg* H* k* M f /ae* v*Rao 5 critical value of Rayleigh number for the transition
from steady convection to chaos

R 5 scaled Rayleigh number, equals Ra/4p2

Fig. 8 „a… The variation of the mean Nusselt number as a func-
tion of R as obtained by solving the system of Eqs. „10…–„12…,
via forward and backward variation of R, and compared with
the analytical relationship, Eq. „23…, for sub-transitional values
of R; „b… the inset of Fig. 8 „a…, highlighting the transition from
steady convection to chaos, and the corresponding Hysteresis
effect.
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Ro 5 critical value ofR for the transition from steady
convection to chaos

r 5 absolute value of the complex amplitude
r o 5 initial condition of r
t̂ 5 time
t 5 rescaled time, Eq.~9!
T 5 dimensionless temperature, equals (T* 2TC)/(TH

2TC)
TC 5 coldest wall temperature
TH 5 hottest wall temperature

u 5 horizontalx-component of the filtration velocity
v 5 horizontaly-component of the filtration velocity
w 5 vertical component of the filtration velocity

W* 5 the width of the porous layer
W 5 the side aspect ratio of the porous layer, equals

W* /H*x, y 5 horizontal length and width co-ordinates
z 5 vertical co-ordinate

X̃,Ỹ,Z̃ 5 pre-scaled amplitudes, Eqs.~7!, ~8!
X, Y, Z 5 scaled amplitudes, Eq.~13!

Greek Symbols

a 5 a parameter related to the time derivative term in
Darcy’s equation

ae* 5 effective thermal diffusivity
b* 5 thermal expansion coefficient

« 5 asymptotic expansion parameter, defined in the text
following Eq. ~31!

f 5 porosity
n* 5 fluid’s kinematic viscosity
m* 5 fluid’s dynamic viscosity

c 5 stream function
DTc 5 characteristic temperature difference

t 5 long time scale
t l 5 large post-transient time range
u 5 the phase of the complex amplitude

so 5 linear frequency

Subscripts

* 5 dimensional values
c 5 characteristic values

t 5 transitional values
cr 5 critical values

Superscripts

* 5 complex conjugate
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The Effect of Magnetic Field on
Local Heat Transfer Coefficient in
Fluidized Beds With Immersed
Heating Surface
Five different magnetic particles have been used to investigate the effect of a transverse
magnetic field on the thermal behavior of a gas fluidized bed, with an immersed heating
spherical surface. The effects of gas superficial velocity and magnetic field intensity on the
behavior of the temperature distribution and the local heat transfer coefficient at different
radial and axial positions in the bed was investigated. In the present study a correlation
relating Nusselt number to the magnetic field intensity is proposed.
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1 Introduction

Magnetic stabilization of fluidized beds of magnetically suscep-
tible particles is considered as one of the technologies developed
to eliminate the drawbacks of fluidized beds while maintaining
their advantages~@1#!. It has been shown both experimentally and
by modeling that magnetic stabilization of fluidized bed results in
an improved fluid-solid contactor that combines the most desir-
able characteristics of both fluidized and packed beds. The pri-
mary advantage of magnetically stabilized beds~MSFBs! is the
combination of low-pressure drops of fluidized beds with
the bubble-free operation at high gas flow rates of packed bed
~@2–5#!.

The suppression of the solid phase mixing movements is con-
sidered as one of the major consequences of magnetic stabiliza-
tion of fluidized beds. This effect is expected to represent a con-
siderable drawback of magnetic stabilization if this approach is
applied to fluidized beds where temperature control throughout
the bed represents a primary requirement, since heat transfer rate
in stabilized beds is lower than that of fluidized beds~@6,7#!.

Only a few contributions have paid attention to thermal behav-
ior of these magnetically stabilized systems~@8–10#!. Lucchesi
et al. @8# found in tests of bed-to-wall heat transfer, that the MS-
FBs performance agreed well with literature values for packed
beds of the same superficial velocity. Neff and Rubinsky@9# stud-
ied the effect of magnetic stabilization on wall-to-bed heat trans-
fer coefficient and found that each flow regime of the magnetized
bed is characterized by a different heat transfer rate. Arnaldos
et al. @10# studied the effect of magnetic field stabilization on the
temperature distribution for beds with an immersed heating sur-
face under different operating conditions, and proposed a model to
calculate the effective thermal conductivity of the bed from ex-
perimental data. Recently, Qian and Saxena@11# reported that the
heat transfer rates in all flow regimes of the magnetized bed are
similar.

In a previous study~@12#! the effect of a transverse magnetic
field on the wall-to-bed heat transfer coefficient in gas fluidized
bed was investigated. The intent of this study is to characterize the
effect of a transverse magnetic field on the local heat transfer

coefficient from a spherical immersed heater in various axial and
radial locations in a bed of ferromagnetic particles, in connection
with bed structure and porosity.

2 Experimental

2.1 Experimental Setup and Materials. A schematic dia-
gram of the experimental setup is shown in Fig. 1. The column is
constructed from Plexiglas to facilitate visual observations. The
column height is 0.9 m with 0.07 m I.D. At the base of the col-
umn, a stainless steel non-magnetic grid of 0.33 mm whole diam-
eter is used to support the solid phase. Below the supporting grid,
the gas enters from a calming section filled with polyethylene
particles of 3 mm diameter. This section serves to distribute the
gas phase uniformly in the bed. The gas is withdrawn from the top
of the column using a suction fan. In this way, the gas enters the
bed uniformly and at the ambient temperature. The configuration
of the magnetic system is described elsewhere~@13,14#!. Figure 1
~inset 13!shows the heating system used in the present investiga-
tion. It consists of a spherical copper heater of 15 mm o.d., and
surface area of 1.76831024 m2, with an electrical resistance in-
side it. The electrical power of the heater,IV, is constant and is
equal to 5W.

The magnetic particles consist of the ferromagnetic magnetite
(Fe3O4). The magnetic particles were covered by a stable layer of
activated carbon or zeolite using epoxy resin as an adhesive in the
same manner as described earlier~@12#!. The characteristics of the
magnetic system and magnetic particles used in this investigation
are shown in Tables 1 and 2, respectively.

2.2 Procedure. The mean diameter of the magnetic par-
ticles dp is determined using the following formula proposed by
Botterill @15#:

dp5F( ~xi /dpi!G21

(1)

The initial bed height is 0.10 m. A ruler attached to the column
wall is used to measure the bed height. The following equations
hold for the initial solid holdup,«so , solid holdup after bed ex-
pansion,«s , and the bed porosity,«, respectively

«so5~W/rs!/AHbo (2)

«s512~Hbo /Hb!«so (3)

«512«s . (4)
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The effect of radiation heat transfer in this study is neglected.
Temperature is measured with a copper constantan thermocouple.
The readout of the temperature device gives directly the differ-
ence between the heater and the inlet gas temperature. Gas flow
rate was measured using an orifice meter~Armfield, England!
located on the line between the suction fan and the top of the
column. The magnetic field intensity is measured using Hall probe
~Leybolo-Heraeus, Germany!.

The local heat transfer coefficient is calculated using the fol-
lowing equation:

hr5Q/@A~Ts2Tb!#5IV/@A~Ts2Tb!#W/m2.K (5)

The heating probe is introduced in the bed at an axial position
of 0.06 m above the supporting grid. The radial positions of the
heating probe are such thatr /R5(20.5,20.3,0,0.3,0.5). A cop-
per constantan thermocouple is used to measure the temperature
difference between the heater surface temperature and that of the
inlet gas.

The bed temperature at radial positions of23.3, 22.5, 21.5,
20.7, 0.7, 1.5, 2.5 and 3.3 cm from the center is measured, when
the heater is located at the center by using a copper constantan
thermocouple.

In this study, experiments were conducted in two modes of
operation: magnetizing first and magnetizing last mode~Seigell!.

3 Results and Discussion

3.1 Effect of Magnetic Field on the Hydrodynamics. It is
well known that the application of a magnetic field to a bed of
magnetizable particles imposes constraints upon the bed hydrody-
namics not experienced in conventional fluidized beds. A mag-
netic field changes the bed structure and eliminates solid mixing
and suppresses bubble formation~@4#!. As a consequence, heat
transfer behavior and temperature profiles across the bed are af-
fected~@8–10#!. In this study the effect of a transverse magnetic
field on the bed structure and porosity is investigated, in order to
understand the thermal behavior variations in the magnetized bed.

Bed Structure. In magnetically stabilized beds, the stabilized
bed regime represents an additional regime to the packed bed and
the fluidized bed regimes that are usually found in conventional
fluidized beds. This stabilized regime is bounded between two
transitional velocities. Beyond the first transitional velocity, which
demarcates the stabilized bed regime from the packed bed regime,
the pressure drop starts to attain a constant value as the gas ve-
locity increases and while the bed expands with restricted and
fixed particles. At the second transitional velocity, the stabilized
bed breaks down and unrestricted movement of the bed particles
starts. As a result, the definition ofUm f in magnetically stabilized
beds represents a matter of argument between the researchers who
are concerned in this technology. The properties of the bed re-
gimes under the effect of a magnetic field are shown in Table 3.

Bed Porosity. Bed porosity or bed void fraction,«, is consid-
ered as an important parameter affecting the heat transfer rate in
fluidized beds. Beyond the minimum fluidization velocityUm f ,
and as the gas velocityUg increases, both the bed porosity and the
gas turbulence inside it usually increases. As a result the convec-
tion heat transfer coefficienth increases. In MSFBs bed, the bed
porosity also increases asUg increases, but the behavior of this
increase differs from that in conventional fluidized beds.

Figure 2 illustrates the effect of Re on the porosity of ACM3
bed at magnetic field intensities of 0, 20, and 40 mT. One may
find that an initial small expansion occurs in the packed bed di-

Fig. 1 Schematic of the experimental setup: „1… Gas entrance;
„2… Polyethylene particles; „3… Flanges; „4… Supporting grid; „5…
Heater; „6… Magnetic particles; „7… Magnetic system; „8… col-
umn; „9… Manometer; „10… Orifice; „11… Gas suction; „12… Details
of the magnetic sheets; and „13… Details of the heater

Table 1 Summary of the characteristics of the magnetic sys-
tem

Table 2 Characteristics of the magnetic particles used in this
study

Table 3 The main characteristics of MSFBs the flow regimes
in magnetizing first mode
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rectly after the application of the magnetic field and before start-
ing the gas flow. This initial expansion increases from 0 to 8
percent of the initial porosity as the magnetic field intensity in-
creases from 0 to 40 mT. Its expansion is attributed to the fact that
as the bed height is shorter than that of the magnetic system, the
field lines tend to stretch up the magnetic particles to cover the
whole height of the magnetic system. In the stabilized regime, i.e.,
Ue,Ug,Um f , « rapidly increases as Reynolds number. For ex-
ample, atB equal 20 mT,« increases from 0.435 to 0.51 as Re
increases from 0 to 48. Bed porosity at the onset of fluidization
increases from 0.42 to 0.71 as the magnetic field intensity in-
creases from 0 to 40 mT. In the fluidized regime, the bed porosity
increases as Re increases in the same manner as in conventional
fluidized beds.

3.2 Effect of Magnetic Field on Heat Transfer Behavior

Radial Temperature Profile.Figure 3 shows the temperature
profiles in a bed of ACM3 particles at constant magnetic field
intensity of 20 mT and three different Reynolds numbers of 29.4,
41.31, and 53.28 corresponding to the three subsequent flow re-
gimes: the fixed, the stabilized and fluidized bed, respectively.
One finds that as the relative distance r/R increases from 0.2 to
0.94, the measured temperature decreases from 52 to 34.5°C, 45
to 37°C and 43.8 to 40.5°C as the bed passes from the packed
through the stabilized to fluidized regime. Although the tempera-
ture profile in the stabilized regime is not abrupt as that in the
packed regime, it is still steep compared to the relatively flat one
in the fluidized regime. This asserts a significant drawback of
magnetic stabilization of fluidized beds, as it causes a loss of the
isothermicity, which represents one of the major advantages of
fluidized beds. These results agree with those of Arnaldos et al.
@10#.

Variations of Nusselt Number.Figure 4 shows the effect of
Reynolds number on Nusselt number for various magnetic field
intensities in a bed of ACM3 particles. The heater in this part was
located in the center of the column at a 6 cm axial position. It is
evident that the heat transfer coefficient increases slowly as the
gas velocity increases until the minimum expansion velocityUe ,
owing to the slow increase in the turbulence of the flowing gas in
the existing packed regime. BeyondUe , h increases but with
relatively high rates, owing to the increase in the convective heat
transfer rate in the porous stabilized bed. BeyondUm f , where the
fluidized or bubbling regime exists, a sharp increase in the heat
transfer coefficient is observed owing to the existence of string
like mixing motions and to the increased turbulence in the gas

phase. With further increase in the gas velocities, both the gas
volume and the intensity of solids mixing increases and as a result
the heat transfer coefficient continues to increase but with slow
rates.

The radial variation of Nusselt number with magnetic field in-
tensity at a Reynolds number of 51 is shown in Fig. 5. The initial
bed height was 15 cm and the particle diameter was 0.52 mm. The
heater height from the distributor was 0.12 m. It could be seen in
Fig. 5 that for a certain value ofB, Nu number increases until it
reaches a maximum at the center of the column. For example atB
equal 20 mT Nu increase from 9.6 near the wall to about 10.4 at
the center. This is attributed to the radial profile in the gas phase.
Normally, the gas phase concentration increases from the wall to
the center. On the other hand, Nu at the same radial position
decreases asB increases. It is evident that atr /R equal 0.39, Nu
decreases from 11.8 to 5.3 asB increases from 0 to 40 mT owing
to the change of the bed regime from fluidized to frozen state,
respectively.

Figure 6 shows the effect of the heater height axial position on

Fig. 2 Effect of Reynolds number on the bed gas holdup for
various magnetic field intensities Fig. 3 Temperature profiles in the bed at constant magnetic

field intensity and different Reynolds numbers „BÄ20 mT,
heater height Ä0.12 m…

Fig. 4 The effect of Reynolds number on Nusselt number at
various magnetic field intensities „ReÄ65.5, heater height
Ä0.12 m, BÄ15 mT…
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the radial profiles of Nusselt number at two values ofB. The
initial bed height was 0.13 m and the particle diameter was 0.74
mm. One may find that for a certain radial position and a certain
value of B, the changes in Nusselt number are not significant if
heater is immersed in the bed. For example, in the absence of a
magnetic field i.e.,B50 mT, The values of Nu at the same radial
position slightly increase as the heater height increases above the
distributor. On the other hand, for a heater height of 0.18 m, the
stabilized bed height was less than the 0.18 m and the heater was
above the bed, i.e., in the air. For this reason Nu values drastically
drop to values in the order of 13 percent of those values for an
immersed heater.

The effect of the magnetic particle diameter on Nusselt number
Nu, at eight radial positions across the bed is shown in Fig. 7. All
experiments in this section are conducted at a constant Reynolds
number 65.5 and a constant magnetic field intensity of 15 mT. It is
evident in Fig. 7 that for a given particle diameter, Nusselt num-
ber slightly decreases from 13.8 to 14.9 as the heater position
changes fromr /R 0.19 to 0.83. This behavior can be attributed to
the decrease in the convective heat transfer towards the walls,
owing to the existence of radial profile in the gas holdup in fluid-
ized beds. In addition, Fig. 7 illustrates that as the particle diam-
eter increases, Nusselt number decreases, due to the expected de-
crease in the intensity of solid phase mixing. In addition, the
particles of different diameters exist at the same conditions in
different flow regimes of different thermal properties. For ex-
ample, at Re 65.2 and magnetic field intensity of 15 mT, the bed

of 0.9 mm particle diameter exists in the particulate fluidized bed
regime, while that of 1.1 mm particle diameter exists in the string
fluidized bed regime.

Figure 8 shows the variation of Nusselt number with the mag-
netic field intensity at three different Reynolds numbers 47.3,
59.1, and 71.2 in a bed of ACM3 particles. For a particular Rey-
nolds number, Nusselt number decreases drastically at the onset of
stabilization and continues to decrease until the value ofB reaches
that of the minimum stabilization intensity,Bf i . At that point Nu
reaches its minimum value. It can be seen that the minimum value
of Nu decreases from 11.06 to 7 as Re decreases from 71.2 to
47.3. This behavior can be attributed to the fact that the porosity,
and, hence, the gas holdup in the frozen bed increases as the gas
velocity increases.

Based on the experimental data, the following empirical equa-
tion, which represents the relation between the Nusselt number
and Reynolds number was obtained:

Nu51.04 Re0.575~B/Bs!
20.092. (6)

The range of parameters in this equation covers Re from 41.5 to
71 andB from 5 to 76 mT. The standard error of estimate is 0.076.

Heat Transfer Coefficient.The effect of magnetic particle di-
ameter on the radial profile of the local heat transfer coefficient,h
at various values ofB is shown in Fig. 9. The heater height was
0.12 m and Re was 56. It is evident in Fig. 9 that atB50 mT the
values ofh for the smaller particles, i.e.,dp50.52 mm are higher
than those for larger particles. The smaller particles have larger
surface area for heat transfer. At a value ofB525 mT the values

Fig. 5 Effect of the magnetic field intensity on the radial pro-
files of Nusselt number „ReÄ52, d pÄ0.52 mm, heater height
Ä0.12 m…

Fig. 6 Effect of heater height on the radial profiles of Nusselt
number „ReÄ52, d pÄ0.74 mm, initial bed height Ä0.13 m…

Fig. 7 Effect of particles diameter on Nuselt number at five
different radial positions „heater height Ä0.12 m…

Fig. 8 Variation of Nusselt number with magnetic field inten-
sity at various Reynolds numbers „heater height Ä0.12 m…
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of h for these particles drops drastically as they become stabilized
while the larger particles are still fluidized. For example, at a
radial position of 0.39, the heat transfer coefficienth, of a 0.52
mm particle drops from 600 to 310 W/m2K as B increases from 0
to 25 mT while it decreases from 448 to 350 W/m2K in the case of
0.9 mm particles. As the magnetic field intensity increases to 40
mT the 0.9 mm particles became stabilized, andh values of the
smaller particles became higher again.

Conclusions
The effect of a transverse magnetic field on the temperature

distribution and heat transfer coefficient in a bed of ferromagnetic
particles has been investigated, in connection with some hydrody-
namic parameters such as bed structure and porosity. It was found
that as the intensity of the magnetic field increases the temperature
variations across the bed increase and the heat transfer coefficient
decreases as it impedes the convective mixing of the solid phase.
In this study, a correlation that relates Nu number to Re number is
proposed. Temperature differences across the bed increase as the
magnetic field intensity increases. It was found that the change of
the heat transfer coefficient for the smaller particles was sharp
compared to that of larger particles as the former particles are
more sensitive to the magnetic field intensity. It could be con-
cluded that magnetically stabilized beds offer many advantages in
modifying the hydrodynamics of the fluidized bed reactors. But
these advantages couldn’t compensate for the lack of isothermic-
ity in the bed especially in the case of highly exothermic
processes.

Nomenclature

A 5 surface area of the heater, m2

ACM3 5 activated carbon magnetic particles ofdp50.0009 m
ZM 5 zeolite magnetic particles ofdp50.0011 m

B 5 magnetic field intensity, mT
Bf i 5 minimum stabilization intensity, mT

Bmsi 5 magnetic intensity above which a frozen bed exists,
mT

Bs 5 saturation magnetic intensity, mT
Cp 5 specific heat of the magnetic particles, J/g•K

dp 5 particle diameter, m
Hb 5 bed height, m

Hbo 5 initial bed height, m
hr 5 local heat transfer coefficient, W/m2•K

I 5 current, A
Nu 5 Nusselt number (hdp /k)

R 5 column radius, m
R 5 radial position, m

Re 5 Reynolds number (dpUg /v)
Tb 5 bed temperature, K
Ts 5 heater surface temperature, K
Ue 5 minimum expansion velocity, m/s
Ug 5 gas superficial velocity, m/s

Um f 5 minimum fluidization velocity, m/s
Um f o 5 minimum fluidization velocity in the absence of mag-

netic field, m/s
Ut 5 transitional velocity, m/s
V 5 voltage, V
W 5 bed weight, kg
xi 5 fraction of particles~2!

Greek Letters

rb 5 bulk density of the magnetic particles, kg/m3

rs 5 molded density of the magnetic particles, kg/m3

« 5 bed porosity
«0 5 initial bed porosity
«s 5 solid holdup

«so 5 initial solid holdup
n 5 kinematic viscosity~m2/s!
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Experiments have been conducted to study the heat transfer of a porous channel subjected
to oscillating flow. The surface temperature distributions for both steady and oscillating
flows were measured. The local and length-averaged Nusselt numbers were analyzed. The
experimental results revealed that the surface temperature distribution for oscillating flow
is more uniform than that for steady flow. Due to the reversing flow direction, there are
two thermal entrance regions for oscillating flow. The length-averaged Nusselt number
for oscillating flow is higher than that for steady flow. The length-averaged Nusselt
number for both steady and oscillating flows increase linearly with a dimensionless
grouping parameter k* /kf~De /L!1/2Pe* 1/2. The porous channel heat sink subjected to
oscillating flow can be considered as an effective method for cooling high-speed elec-
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1 Introduction
The rapid development in the design of electronic packages for

modern high-speed computers has led to the demand for new and
reliable methods of chip cooling. As reported by Mahalingam and
Berg @1#, and Burd@2#, the averaged dissipating heat flux can be
up to 25 W/cm2 for high-speed electronic components. However,
the conventional natural or forced convection cooling methods are
only capable of removing small heat fluxes per unit temperature
difference, about 0.001 W/cm2.°C by natural convection to air,
0.01 W/cm2.°C by forced convection to air, and 0.1 W/cm2.°C by
forced convection to liquid~@3#!. Therefore, it is imperative to
look for new methods of cooling the modern high-speed elec-
tronic components. One of these methods is to implement a chan-
nel filled with high conductivity porous media.

Extensive investigations have been conducted on the flow and
heat transfer of a channel filled with porous media. The early
works related to heat dissipation are those by Cheng et al.@4#,
Kaviany @5# and Hunt and Tien@6#. Cheng et al.@4# studied the
steady flow forced convection in a packed channel with asymmet-
ric heating. Hunt and Tien@6# studied the heat transfer augmen-
tation in a duct filled with foam material subjected to steady flow.
More recently, due to increasing applications in electronic cool-
ing, many researchers have studied the heat transfer enhancement
of a channel filled with porous media. Tong et al.@7#, Huang and
Vafai @8#, Hadim and Bethancourt@9#, and Sozen@10# numeri-
cally studied the heat transfer enhancement of a channel~or duct!
filled fully or partially with porous media subjected to steady
flow. Fedorov and Viskanta@11# studied the conjugate heat trans-
fer of a porous channel with discrete heat sources numerically.
Relatively little experimental work has been performed on elec-
tronic cooling with porous channels as heat sinks. Hwang and
Chao@12# studied the heat transfer of sintered bronze bead chan-
nels with uniform heat flux of up to 3.2 W/cm2. Local surface
temperature distributions and local Nusselt numbers were mea-
sured. In the above literature, steady flow through the porous
channel was investigated. However, as observed by Hwang and

Chao@12#, the local temperature of the substrate surface is more
important than the averaged surface temperature in the application
of electronic cooling. A temperature difference of more than 50°C
between the most upstream and the most downstream locations of
the channel was measured in the case ofq53.2 W/cm2 in their
experiments. This indicates that steady flow through a porous
channel heat sink still yield a relatively high local surface tem-
perature. In the foregoing review, the research conducted has been
on heat transfer of steady flow through a porous channel. Sozen
and Vafai@13# conducted a numerical study of compressible flow
through a packed bed. The effect of oscillating boundary condi-
tions on the transport phenomena was investigated with the
packed wall insulated. Peak et al.@14# experimentally studied pul-
sating flow through a porous tube. The tube wall was insulated.
Transient heat storage characteristics were studied. To the best of
the authors’ knowledge, there is no previous experimental study
of transverse heat transfer of a porous channel subjected to oscil-
lating flow. In the present investigation, a facility was set up to
study the heat transfer of a porous channel subjected to both
steady and oscillating flows. Local surface temperature distribu-
tions were measured. The local Nusselt numbers were calculated.
The surface temperature distribution and heat transfer of steady
and oscillating flows were analyzed and compared.

2 Experimental Apparatus and Procedure

Test Section and Facility. The schematic diagram of the ex-
perimental facility is depicted in Fig. 1~a!. The facility consists of
an oscillating flow generator, a test section, two unheated sections,
four coolers and a velocity-measurement section. The oscillating
flow generator is a mechanism that generates a sinusoidal oscil-
lating flow. The mechanism consists of a compression cylinder, a
piston and a crankshaft with adjustable stroke lengths. The piston
was connected to the crankshaft. The crankshaft was driven by a
motor to move the piston forward and backward sinusoidally. By
adjusting the motor speed and the stroke length, oscillating flows
with different amplitudes and frequencies were generated. In the
present experiment, oscillating frequencies ranging from 2 to 8 Hz
were used. The test section was a well shaped block of porous
material. A 1 mm copper plate was attached on the top of the test
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dustrial Building, 611-619 Castle Peak Road, Tsuen Wan, Hong Kong.
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section. This copper plate was cut with many narrow slots to
minimize the heat conduction along the flow direction. A film
heater was firmly mounted on the surface of the copper plate to
supply a constant heat flux. By adjusting the supply voltage to the
heater, the power input can be adjusted. The two unheated sec-
tions are aluminum foam materials with the same dimensions as
the test section. They were installed adjacent~but separated!to the
two ends of the test section. The two unheated sections built up a
nearly uniform velocity profile for flow through the test section.
The heat carried by the flow is also transferred to the surface of
coolers through the aluminum foam material of the unheated sec-
tions. The four coolers are channels filled with aluminum foam
materials. Cooling water was forced through the four coolers to
remove the heat generated by the film heater. In the present ex-
periment, the oscillating flow amplitude was chosen to be larger
than the length of the test section. This ensured that the heated air
can be cooled by the coolers adjacent to the test section. As shown
in Fig. 1~a!, the test channel was made of two parts: bottom base
and upper cover~Teflon material!. In setting up the experimental
facility, the width of the teflon channel was carefully machined to
be exactly the same width as the test porous block. The thickness
of the teflon channel was designed to be 1 mm smaller than that of
the test porous block. The bottom base and the upper cover of the
teflon channel were combined together by screw bolts with the
test porous block, the film heater, the two unheated porous blocks
and the four coolers tightly fixed in the channel. This method of
assembly ensures the absence of air gaps. The whole section was
well insulated. The velocity-measurement section is made from a

column of 16 mm diameter. The hot wire sensor was mounted in
the center of the two parts packed with 40 mesh woven screen
discs. Due to the extremely thin boundary layer of flow through
porous media, the velocity measured by this arrangement is ap-
proximately the cross-section-averaged velocity through the col-
umn. A schematic of the test section is shown in Fig. 1~b!. The
bottom wall of the channel is adiabatic while the upper wall is
subjected to a constant heat flux. The porous media in the channel
is assumed to have uniform porosity and to be isotropic. Two
kinds of foam materials were used: ERG Aluminum foam 40
PPI—pores per linear inch, and ERG Reticulated Vitreous Carbon
~RVC! foam 45 PPI, to cover wide range of conductivities. The
dimensions of the test section are 50350310 mm. Table 1 shows
the physical parameters of foam materials. The permeability and

Fig. 1 The schematic of experimental facility and test section: „a… experimental setup; „b… test
section.

Table 1 Physical parameters of test section materials
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inertia coefficient constant were determined using a method pro-
posed by Hunt and Tien@6# with the pressure drop and flow ve-
locity data of adiabatic steady flow experiments.

Instrumentation and Experimental Procedure. In the
present experiments, the pressure drop across the test section, the
temperature along the axial direction as well as at the two exits of
the test section and the velocity through the test section were
measured. A differential pressure transducer~Validyne DP15!was
connected to the two taps along the test section. Seven K-type
thermocouples of 45mm diameter were flushed on the copper
plate to measure the surface temperature along the axial direction.
The inlet and outlet temperatures were measured by fixing the
thermocouples in the gaps between the test section and the un-
heated sections. The velocity was measured by a hot-wire sensor
with an anemometer~TSI IFA 100 and TSI 1210-20w! in the
velocity-measurement section. The velocity through the velocity-
measurement section was then converted to that through the test
section channel. All the signals were connected to a data acquisi-
tion system consisting of a 12-bit A/D card~Keithley DAS1402!,
a computer and a software~TestPoint!.

The oscillating flow facility is also capable of performing
steady flow experiments. By leaving one end of the test section
open to the atmosphere, steady flow, and heat transfer experi-
ments can be conducted with the same test section configuration
and sensors. In the steady flow experiments, the main compressed
air line was connected to the facility. A valve and a regulator were
installed to adjust the flow velocity through the test section. After
passing the test section, the coolant air was discharged to the
environment. The experiments were performed by increasing the
power input while keeping the flow velocity constant. During os-
cillating flow experiments, cooling water was passed through the
four coolers installed at the two ends of the test section to remove
the dissipated heat. Frequencies from 2 to 8 Hz and two oscilla-
tion amplitudes were tested in the present experiments. The ex-
periments were proceeded by increasing the power input while
keeping the oscillating frequency unchanged. To obtain a cyclic
steady state, the oscillating velocity, pressure drop, and surface
temperature were monitored. Over 80 cycles of data for each case
were recorded at sampling rate of 200 Hz or 300 Hz depending on
oscillating frequency once the cyclic steady state is reached.

Data Reduction and Uncertainty Analysis. A time-
averaging method was used to process steady flow experimental
data. 300 data points were used in each case. For electronic cool-
ing applications, time-averaged characteristics are of practical in-
terest instead of instantaneous quantities. Therefore, in the present
experiments, experimental data for oscillating flow were reduced
by time-averaging 80 completed cycles. To differentiate this pro-
cess from an arbitrary time-averaging process, we call this kind of
time-averaging processcycle-averaging. The time-averaged abso-
lute velocity was used to calculate the Reynolds number. In the
data reduction process, net heat input to the test section was used.
The heat losses through the insulation were measured at different
surface temperatures under the condition of no airflow through the
test section. The net heat inputs were obtained by subtracting the
heat losses from gross heat inputs at the corresponding tempera-
ture. Energy balance was checked by calculating the air enthalpy
rise along the test section. The error is within 6 percent. Tempera-
ture dependent properties of air were used in the data reduction
process. Uncertainties were analyzed based on the method de-
scribed by Taylor@15#. The uncertainties of the measured quanti-
ties in the present experiment are assumed to be random with
normal distribution. The accuracy of the thermocouple tempera-
ture readings is within60.1°C. The accuracy of the velocity mea-
sured by hot-wire anemometer is60.01 m/s. After the time-
averaging process~for steady flow!or the cycle-averaging process
~for oscillating flow!, uncertainties of temperature~°C!, velocity
and pressure are 3.0 percent, 2.0 percent and 2.0 percent, respec-
tively. The uncertainties ofkf , ks , v, dl , De , H, and q are

estimated to be 1.0, 1.0, 1.0, 1.5, 2.0, 1.0, and 3.0 percent, respec-
tively. Using the root mean square method, the uncertainties of
Re1 , and Nux are calculated to be 2.7 and 5.7 percent,
respectively.

3 Results and Discussions

Heat Transfer of Steady Flow through a Porous Channel.
Microelectronics devices may be damaged by excessively high
local temperatures. Therefore, the temperature distribution along
the flow direction of the test section is of practical interest in
design. Figure 2 presents the local surface temperature distribu-
tion along the flow direction with the effect of Reynolds number
for q50.8, 1.6, 2.4, and 3.2 W/cm2. The bulk inlet and outlet
temperatures of the fluid are distinctly lower than the surface
temperature.

The Reynolds number here is defined based on the ligament
diameter of the porous foam as

Rel5Udl /n f , (1)

whereU is the Darcy velocity through the test section,dl is the
ligament diameter of the porous foam andv f is the kinematic
viscosity of the fluid.

From Fig. 2, it is obvious that the temperature increases with
the increase of dimensionless axial positionX/De , the decrease in
Reynolds number, or the increase in power input. It is seen that
the surface temperature approaches a constant value when the
flow approaches the thermally developed region. Similar results
were also reported by Hwang and Chao@12#. It is shown that
higher Reynolds number will produce a more uniform surface
temperature distribution. From Figs. 2~a! and 2~b!, it can be seen
that using a porous material of lower thermal conductivity will
result in a higher surface temperature for the same Reynolds num-
ber and power input.

Figure 3 shows the local Nusselt number versus dimensionless
axial position for Al 40 PPI and RVC 45 PPI porous foams. The
local Nusselt number was calculated by

hx5q/~Tw2Ti ! (2)

Nux5hxDe /kf , (3)

wherehx is the local heat transfer coefficient,De55H/3 is the
hydraulic diameter of the flow channel,H is the height of the
channel, andTw andTi are local surface temperature and the inlet
bulk temperature, respectively.

The choice of the inlet bulk temperature to calculate the local
Nusselt number takes into consideration the thermal potential for
heat transfer from the heated surface to the cold fluid~air!. In the
present study, bulk air temperature inside the porous medium
along the test section cannot be easily measured due to the com-
pactness of the porous foams. In Fig. 3, it is seen that the local
Nusselt number increases with an increase in Reynolds number. In
the thermal entrance region, the local Nusselt number is higher.
With increasing axial distance, the Nusselt number for fixed Rey-
nolds number approaches the value for thermally developed flow
~minimum constant value!. For lower Reynolds number, the varia-
tion of local Nusselt number along the axial direction is much
smaller than that of larger Reynolds number. This means that the
thermal entrance length is shorter for a small Reynolds number
than for a large Reynolds number. Obviously, the higher conduc-
tivity porous material yields a much higher local Nusselt number
than a lower conductivity material.

Figure 4 presents the distribution of local Nusselt number ver-
sus Reynolds number at four dimensionless axial locations. The
local Nusselt number increases with the increase of Reynolds
number and approaches a limiting maximum value. Higher Nus-
selt numbers in the thermal entrance region are observed. Down-
stream of the test section atX/De52.70, the local Nusselt number
approaches the thermally developed values indicated by the solid
lines in the figure. The results reported by Hwang and Chao@12#
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show the same trend. The present study gives a lower value of
local Nusselt number than that of Hwang and Chao’s. This is
because of the use of bulk inlet temperature rather than the bulk
temperature along the test section to calculate the local Nusselt
number.

Heat Transfer of Oscillating Flow Through a Porous Chan-
nel. Figure 5 shows the cycle-averaged local surface tempera-
ture distributions of the test section with the effect of Reynolds
number for Al 40 PPI and RVC 45 PPI foam. Once again, we
observe that the cycle-averaged local temperature decreases with
the increase of Reynolds number but increases with the increase
of input heat flux. The surface temperature for RVC foam is much
higher than that for Al foam. Due to the reversing flow direction,
there are two thermal entrance regions in the test section. The

local temperatures near both entrances are lower than that at the
center of the test section. The maximum temperature point occurs
at the center of the test section. The distribution curves of the
local surface temperature are convex with the center of the test
section as the symmetric point.

Figure 6 presents a typical variation of the Darcy velocity and
pressure drop through the test section. From the figure, it is noted
that the measured velocity is always positive~solid line! even
though the velocity through the test section is reversing~oscillat-
ing!. This is because a single wire hot-wire sensor cannot distin-
guish the direction of the velocity. To obtain a correct velocity
direction, the velocity signal was processed by reversing its sign
on every other half cycle~dotted line!. From the figure, it is seen
that the velocity through the test section varies in oscillation style

Fig. 2 Surface temperature distribution along the flow direction—steady flow: „a… Aluminum 40 PPI; „b… RVC
45 PPI.

Journal of Heat Transfer FEBRUARY 2001, Vol. 123 Õ 165

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



due to the sinusoidal movement of the piston in the oscillating
flow generator. It is also seen that the pressure drop varies almost
sinusoidally due to the reversing velocity direction. The maximum
pressure drop across the test section is very low for this kind of
porous material. This suggests that power required to drive the air
through the test section can be very small.

Figure 7 shows the cycle-averaged local Nusselt number versus
the dimensionless axial distance with the effect of Reynolds num-
ber for oscillating flow. The definition of the Nusselt number is
given in Eq.~3!. In the calculation, the cycle-averaged absolute
velocity was used to calculate Reynolds number.Tw is the cycle-
averaged surface temperature whileTi is the cycle-averaged air
temperature at left~or right! exit. From the figure, it is seen that
there are two thermal entrance regions in the test section. In the
thermal entrance region, the cycle-averaged local Nusselt number
is higher. The cycle-averaged Nusselt number decreases asX/De
approaches the center of the test section. As a consequence, the
distribution curves of the cycle-averaged local Nusselt number are
concave with the center of the test section as symmetric point. The
numerical results of oscillating flow through an empty tube by
Zhao and Cheng@16# also show the same pattern. It is also seen
that the cycle-averaged local Nusselt number increases with the
increase of Reynolds number. For higher Reynolds number, the
curvature rate is bigger. This implies that the thermal entrance
length for higher Reynolds number is longer than that of the lower
Reynolds number flow.

Figure 8 shows the cycle-averaged local Nusselt number versus
Reynolds number for different dimensionless axial distances. The
local Nusselt number increases with the increase of the Reynolds
number. On closer observation, it is noted that the local Nusselt
number reaches the lowest value at the center of the test section
(X/De51.44). This reflects the concave shape of local Nusselt
number curves. In calculating the cycle-averaged local Nusselt
number of oscillating flow, the experimental data covering fre-
quency range from 2 to 8 Hz and two oscillating amplitudes were
used. From Figs. 7 and 8, it is seen that the Nusselt number varies
very smoothly with the Reynolds number. This means that, after
the time-averaging process, the oscillating frequency has no sig-
nificant effect on cycle-averaged Nusselt number in the frequency
range covered by the present experiments.

Comparison of Heat Transfer of Steady and Oscillating
Flow through a Porous Channel. In the present study, experi-
ments for steady and oscillating flows were conducted with ex-
actly the same test section and measurement setup. Therefore, the
comparison is more convincing.

For steady flow, the surface temperature increases along the
flow direction and approaches a constant maximum value when
the flow approaches the thermally developed region as seen in
Fig. 2. However, for oscillating flow, there are two thermal en-
trance regions. The surface temperature distribution curves are of
convex shape, as seen in Fig. 5. From Figs. 2 and 5, it is observed
that the temperature-lift~the temperature difference between the
maximum and the minimum temperatures on the heated surface of
the test section!for steady flow is 1.5;3.5 times higher than that
for oscillating flow. For example, for the case ofq52.4 W/cm2,
Re1576, the surface temperature-lift for oscillating flow is about
8°C, but for the case ofq52.4 W/cm2, Re1581, the surface
temperature-lift for steady flow is about 30°C.

To quantify the temperature distribution uniformity, an index is
defined as

I uni5~Tmax2Tmin!/Tmax, (4)

where Tmax and Tmin are the maximum and minimum tempera-
tures in Kelvin on the surface of the test section, respectively. The
index indicates the ratio of the maximum temperature difference
to the maximum local temperature on the surface. When the sur-
face temperature distribution is uniform, the indexI uni approaches
zero. Figure 9 shows the temperature distribution uniformity for
steady and oscillating flows for the aluminum foam test section. It
is seen that the temperature uniformity index decreases as Rey-
nolds number increases. The higher flow rate through the porous
channel results in more heat removal, thus lowering the global
surface temperature level. The index increases with an increase in
heat input. From Fig. 9, it is obvious that the temperature distri-

Fig. 3 Variation of local Nusselt number along flow direction—
steady flow: „a… Aluminum 40 PPI; „b… RVC 45 PPI.

Fig. 4 Effects of Reynolds number on local Nusselt number—
steady flow
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bution uniformity index for oscillating flow is much smaller than
that for steady flow. This indicates that the surface temperature
distribution for oscillating flow is more uniform than that for
steady flow.

As seen in Fig. 3, the local Nusselt number decreases along the
flow direction for steady flow. As the dimensionless axial in-
creases, the local Nusselt number approaches a minimum constant
value ~the thermally fully developed region!. For oscillating flow
~Fig. 7!, the local Nusselt number does not decrease monotoni-
cally. The local Nusselt number decreases first and then increases
after the center point of the test section.

To evaluate the total heat dissipation rate from the electronic
devices by a porous channel heat sink subjected to steady or os-
cillating flow, it is necessary to calculate the averaged Nusselt

number for the whole length of the test section. A length-averaged
Nusselt number is used. It is defined as the averaged value of the
cycle-averaged local Nusselt number along the axial direction.
Figure 10 shows the length-averaged Nusselt number for steady
and oscillating flows with Reynolds number. It is clear that the
length-averaged Nusselt number for oscillating flow is higher than
that for steady flow. The larger the Reynolds number, the larger
the difference between the length-averaged Nusselt numbers of
oscillating and steady flows. For Re1'114, the typical length-
averaged Nusselt number of oscillating flow is 1.4 times that of
steady flow for aluminum foam test section. The higher length-
averaged Nusselt number for oscillating flow is due to the higher
local Nusselt number in the thermal entrance region. From Fig.
10, it is also noted that the heat transfer enhancement of oscillat-

Fig. 5 Cycle-averaged surface temperature distribution along axial direction—oscillating flow: „a… Aluminum
40 PPI; „b… RVC 45 PPI.
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ing flow for RVC foam is not as significant as that for aluminum
foam. This is due to low thermal conductivity of RVC foam.

If the data in Fig. 10 are reduced using the grouping,
k* /kf(De /L)1/2 Pe* 1/2, the data collapse to two lines for steady
and oscillating flows, respectively, as shown in Fig. 11. The de-
pendence of this grouping parameter can also be obtained from a
scale analysis of the macroscopic governing energy equations of
porous media.k* is the effective conductivity of the porous me-

dia, which includes thermal dispersion conductivity due to flow
through the tortuous path of porous materials. Pe* is the effective
Peclet number.k* and Pe* are defined as

k* 5fkf1~12f!ks1kd (5)

Pe* 5UDe /a* ,a* 5k* /~r fcp f!, (6)

wherekf andks are the conductivity of fluid and solid phases of
porous media, respectively,f is the porosity of porous media,a*

Fig. 6 Typical variations of velocity and pressure drop of os-
cillating flow through the test section

Fig. 7 Variation of local Nusselt number along axial
direction—oscillating flow: „a… Aluminum 40 PPI; „b… RVC 45
PPI.

Fig. 8 Effects of Reynolds number on local Nusselt number—
oscillating flow

Fig. 9 Temperature uniformity for steady and oscillating flows

Fig. 10 Comparison of averaged Nusselt number of steady
and oscillating flows
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is the effective thermal diffusivity of porous media,L is the length
of the test section, andkd is the thermal dispersion conductivity.
As proposed by Hunt and Tien@6#, thermal dispersion conductiv-
ity of porous media can be modeled by

kd5r fcp fgAKU, (7)

whereg is the dispersion coefficient taken to beg50.025 in the
present study.

From Fig. 11, it is seen that the length-averaged Nusselt num-
ber increases linearly with the grouping parameter
k* /kf(De /L)1/2 Pe* 1/2. The slope of the line for oscillating flow is
larger than that for steady flow. The larger the grouping param-
eter, the larger the difference in the length-averaged Nusselt num-
bers between oscillating and steady flows. A larger grouping pa-
rameter implies a higher Reynolds number and higher
conductivity ratiok* /kf , and, hence, a longer thermal entrance
region. The higher local Nusselt number in the thermal entrance
region results in a higher length-averaged Nusselt number for os-
cillating flow. The Nusselt numbers can be correlated empirically
with C51.06 and 0.875 for oscillating and steady flows, respec-
tively, with an accuracy of613 percent.

Nuavg5Ck* /kf~De /L !1/2 Pe* 1/2 (8)

For transverse heat transfer of oscillating flow, no experimental
data is available in the literature for comparison. Peak et al.@14#
presented an experimental study of pulsating flow through an in-
sulated porous tube. No transverse heat transfer results were re-

ported. Figure 12 shows a comparison of our steady flow data
with the data reported by Hwang and Chao@12# and Cheng@17#.
It should be noted that the bulk inlet temperature was used to
calculate local Nusselt number in the present experiments rather
than the bulk air temperatures along the test section used by
Hwang and Chao@12#. The bulk air temperatures along the test
section are unknown in the present experiment. The results are
lower than that of Hwang and Chao@12#. The discrepancy may be
attributed to the difference in porous material structure.

4 Conclusions
In this study, experiments were conducted to study the heat

transfer of a porous channel subjected to both steady and oscillat-
ing airflows. The velocity through the porous channel, the
pressure-drop across the test section and the temperatures along
the hot surface were measured. The following conclusions can be
drawn:

1 For steady flow, the local surface temperature increases
monotonically as the dimensionless axial direction increases. The
local surface temperature distribution for oscillating flow is of a
convex shape with a maximum point at the center of the test
section. The surface temperature distribution for oscillating flow
is more uniform than that for steady flow.

2 For steady flow, the local Nusselt number decreases along
the flow direction and approaches the thermally developed value.
The cycle-averaged local Nusselt number for oscillating flow,
however, decreases first and then increases after the center point
of the test section. There are two thermal entrance regions for
oscillating flow through a porous channel. Both the local and
length-averaged Nusselt numbers increase with an increase in
ligament Reynolds number for steady and oscillating flows.

3 The length-averaged Nusselt number for oscillating flow is
higher than that for steady flow. The higher length-averaged Nus-
selt number indicates that the porous channel heat sink subjected
to oscillating flow has a higher heat dissipation rate compared to
steady flow. The length-averaged Nusselt numbers for both steady
and oscillating flows increase linearly with the grouping param-
eter k* /kf(De /L)1/2 Pe* 1/2 and can be correlated as Nuavg

5Ck* /kf(De /L)1/2 Pe* 1/2 with C51.06 and 0.857 for oscillating
flow and steady flow, respectively.

4 The results obtained in the present experiments and the
analysis demonstrate that a channel filled with high conductivity
porous material subjected to oscillating flow is a new and effec-
tive method for cooling electronic devices.
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Nomenclature

cp 5 specific heat
ce 5 equivalent specific heat of porous media5fcp f1(1

2f)cps
De 5 hydraulic diameter of channel55H/3
dl 5 ligament diameter of porous material
H 5 channel height
hx 5 local heat transfer coefficient defined in Eq.~2!

I uni 5 temperature distribution uniformity index defined in
Eq. ~4!

K 5 permeability of porous media
k 5 thermal conductivity

kd 5 thermal dispersion conductivity defined in Eq.~7!
k* 5 effective thermal conductivity of porous media defined

in Eq. ~5!

Fig. 11 Length-averaged Nusselt number as a function of pa-
rameter k * Õk f„De ÕL …

1Õ2 Pe*1Õ2

Fig. 12 Comparison of local Nusselt numbers with other ex-
perimental data
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ke 5 equivalent thermal conductivity of porous media5fkf
1(12f)ks

L 5 length of porous channel
Nuavg 5 length-averaged Nusselt number

Nux 5 local Nusselt number defined in Eq.~3!
Nux

1 5 local Nusselt number based on equivalent properties
5hxDe /ke

Pe* 5 effective Peclet number defined in Eq.~6!
Pe1 5 equivalent Peclet numbber5receUDe /ke

q 5 wall heat flux
Re1 5 Reynolds number based ondl

T 5 temperature
U 5 Darcy velocity
X 5 axial direction

x1 5 inverse Graetz number5X/(DePe1)
a* 5 effective thermal diffusivity defined in Eq.~6!
f 5 porosity of porous media
g 5 thermal dispersion coefficient defined in Eq.~7!

n f 5 kinematic viscosity
r 5 density

re 5 equivalent density of porous media5fr f1(12f)rs

Subscripts

f 5 quantity based on fluid
s 5 quantity based on solid

w 5 quantity based on wall
x 5 local quantity

References
@1# Mahalingam, M., and Berg, H., 1984, ‘‘Thermal Trend in Component Level

Packaging,’’ Int. J. Hybrid Microelectron.,7, pp. 1–9.
@2# Burd, T., 1995, ‘‘CPU Information and System Performance Summary,’’ in-

ternet site, http://infopad.eecs.berkeley.edu/CIC/summary

@3# Simon, R., 1983, ‘‘Thermal Management of Electronic Packages,’’ Solid State
Technol.,26, pp. 131–137.

@4# Cheng, P., Hsu, C. T., and Choudhury, A., 1988, ‘‘Forced Convection in the
Entrance Region on a Packed Channel with Asymmetric Heating,’’ ASME J.
Heat Transfer,110, pp. 946–954.

@5# Kaviany, M., 1985, ‘‘Laminar Flow through a Porous Channel Bounded by
Isothermal Parallel Plates,’’ Int. J. Heat Mass Transf.,28, pp. 815–858.

@6# Hunt, M. L., and Tien, C. L., 1988, ‘‘Effects of Thermal Dispersion on Forced
Convection in Fibrous Media,’’ Int. J. Heat Mass Transf.,31, pp. 301–309.

@7# Tong, T. W., Sharatchandra, M. C., and Gdoura, Z., 1993, ‘‘Using Porous
Inserts to Enhance Heat Transfer in Laminar Fully-Developed Flows,’’ Int.
Commun. Heat Mass Transfer,20, pp. 761–770.

@8# Huang, P. C., and Vafai, K., 1994, ‘‘Analysis of Forced Convection Enhance-
ment in a Channel Using Porous Blocks,’’ J. Thermophys. Heat Transfer,8,
pp. 563–573.

@9# Hadim, H. A., and Bethancourt, A., 1995, ‘‘Numerical Study of Forced Con-
vection in a Partially Porous Channel with Discrete Heat Sources,’’ ASME J.
Electron. Packag.,117, pp. 46–51.

@10# Sozen, M., 1996, ‘‘Use of Porous Inserts in Heat Transfer Enhancement in
Cooling Channels,’’Proc. ASME Int. Mech. Eng. Congr. & Exhibition, At-
lanta, GA, USA, pp. 1117–1122.

@11# Fedorov, A. G., and Viskanta, R., 1997, ‘‘A Numerical Simulation of Conju-
gate Heat Transfer in An Electronic Package Formed by Embedded Discrete
Sources in Contact with a Porous Heat Sink,’’ ASME J. Electron. Packag.,
119, pp. 8–16.

@12# Hwang, G., and Chao, C., 1994, ‘‘Heat Transfer Measurement and Analysis
for Sintered Porous Channels,’’ ASME J. Heat Transfer,116, pp. 456–464.

@13# Sozen, M., and Vafai, K., 1991, ‘‘Analysis of Oscillating Compressible Flow
Through a Packed Bed,’’ Int. J. Heat Fluid Flow,12, pp. 130–136.

@14# Peak, J. W., Kang, B. H., and Hyun, J. M., 1999, ‘‘Transient Cool-Down of a
Porous Medium in Pulsating Flow,’’ Int. J. Heat Mass Transf.,42, pp. 3523–
3527.

@15# Taylor, J. R., 1982,An Introduction to Error Analysis—Study of Uncertainty in
Physical Measurements, Oxford University Press.

@16# Zhao, T., and Cheng, P., 1995, ‘‘A Numerical Solution of Laminar Forced
Convection in a Heated Pipe Subjected to a Reciprocating Flow,’’ Int. J. Heat
Mass Transf.,38, pp. 3011–3022.

@17# Cheng, C. J., 1991, ‘‘Heat Transfer Experiment and Flow Visualization of
Non-Darcian Mixed Convection in Horizontal Square Packed-Sphere Chan-
nels,’’ Master’s thesis, National Central University, Taiwan~cited by Hwang
and Chao@12#!.

170 Õ Vol. 123, FEBRUARY 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Michael F. Modest

Thomas M. Mallison

Department of Mechanical Engineering,
The Pennsylvania State University,

University Park, PA 16802

Transient Elastic Thermal Stress
Development During Laser
Scribing of Ceramics
Lsaers are emerging as a valuable tool for shaping and cutting hard and brittle ceramics.
Unfortunately, the large, concentrated heat flux rates that allow the laser to efficiently cut
and shape the ceramic also result in large localized thermal stresses in a small heat-
affected zone. These notable thermal stresses can lead to micro-cracks, a decrease in
strength and fatigue life, and possibly catastrophic failure. In order to assess where,
when, and what stresses occur during laser scribing, an elastic stress model has been
incorporated into a three-dimensional scribing and cutting code. First, the code predicts
the temporal temperature fields and the receding surface of the ceramic. Then, using the
scribed geometry and temperature field, the elastic stress fields are calculated as they
develop and decay during the laser scribing process. The analysis allows the prediction of
stresses during continuous wave and pulsed laser operation, a variety of cutting speeds
and directions, and various shapes and types of ceramic material. The results of the
analysis show substantial tensile stresses develop over a thick layer below and parallel to
the surface, which may be the cause of experimentally observed subsurface cracks.
@DOI: 10.1115/1.1332779#
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Introduction
Various types of ceramics appear to be excellent candidates for

high-temperature, high-load applications due to their high-
temperature strength, oxidation resistance, and thermal shock re-
sistance. However, because ceramics are so brittle, they are sus-
ceptible to cracking during machining and are extremely hard to
fabricate and machine into delicate or complex parts. Most ceram-
ics can be efficiently scribed or cut with a laser, although many
aspects of this process are still poorly understood. During laser
machining of ceramics, laser irradiation produces thermal stresses
that often result in micro-cracks and even catastrophic failure; in
all cases laser processing severely reduces the bending strength of
the ceramic@1–3#.

Most analytical investigations of thermal stresses have been
limited to thermoelastic bodies using one-dimensional analysis or
commercial finite element programs. Hasselman et al.@4–6# sub-
jected a one-dimensional slab to external radiation to investigate
the transient thermal stress field. They found the largest tensile
stresses occurred in slabs of medium optical thickness (kH;3 to
5 with k being the absorption coefficient of the ceramic!. Bradley
@7# performed a similar analysis for an opaque slab using a pro-
cedure to describe the total strain energy at fracture due to the
thermal stresses.

Sumi et al.@8# used an analytical/numerical solution for tran-
sient stresses for a simplified three-dimensional problem. They
described a local square surface heat source moving in the
x-direction across an infinite flat plate in thex-y-plane. The results
were a largely compressive stress field with some small tensile
stresses. However, the tensile stresses did appear near the edge of
the heat source. Ferrari and Harding@9# used a one-dimensional,
ceramic-coated sphere to simulate the residual thermal stress field.
They observed moderate compressive stresses in the radial direc-
tion, and large tensile stresses in the transverse direction.

Gross et al.@10# investigated crack formation in thin silicon
wafers during drilling with CO2 and Nd-YAG lasers. They devel-

oped a simple one-dimensional model incorporating compressive
plastic deformation to predict the thermal stresses. The model
predicted that, during cooldown, the residual circumferential
stresses are in tension in the deformation zone and are in com-
pression outside the deformation zone. The model also predicted
the radial thermal stresses are tensile everywhere with a maximum
at the deformed zone boundary. Experimentally, they observed
radial cracks that extended to the deformed zone boundary and
circumferential cracks that followed the zone boundary. Both
types of cracks confirmed qualitatively the nature of the theoreti-
cally predicted stress.

Modest @11# also developed a two-dimensional, axisymmetric
model for laser drilling of ceramics. The model was able to handle
CW and pulsed laser operation and elastic as well as viscoelastic
stress calculations. He noted that during drilling, substantial hoop
and normal tensile stresses develop over a thick layer below and
parallel to the surface. These stresses could result in experimen-
tally observed subsurface cracks in the same region. He also
found that viscoelastic effects were mostly limited to an extremely
thin layer near the ablation front. There the ceramic had softened,
relaxing the compressive stresses during heating and causing
strong tensile stresses during cooling.

In the present paper our three-dimensional laser machining
code has been augmented by an elastic stress model, to predict
thermal stresses as they develop during CW and pulsed laser
scribing of ceramics. It should be realized at this point that me-
chanical properties of ceramics at high temperatures~near the
ablation/decomposition point! are not very well known, let alone
their fatigue and fracture behavior at such temperatures. However,
Modest @11# has shown that non-elastic behavior is limited to a
very thin surface layer. Thus, the objective of the present paper is
two fold: ~1! to predict, at least on a semi-quantitative level, when
and where destructive tensile stresses occur during laser machin-
ing, and~2! to provide a tool for the engineer to minimize such
stresses by varying laser parameters.

Theoretical Background
Modest@12# used several assumptions in order to obtain a re-

alistic, yet mathematically simple description of the laser scribing
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process. Although the heat transfer code allows for many sce-
narios, the following assumptions will be used in the present
stress model:

1 The solid is isotropic, has constant density, and is opaque,
i.e., the laser beam does not penetrate appreciably into the
solid.

2 The solid moves with constant velocity.
3 Change of phase from solid to vapor occurs in a single step

with a rate governed by a single Arrhenius relation.
4 The evaporated material does not interfere with the incoming

laser beam~or is removed by an external gas jet!.
5 The heat transfer properties are temperature independent.
6 Heat losses by convection and re-radiation are small com-

pared to conduction.
7 Multiple reflections of laser radiation within the groove are

neglected, restricting the model to shallow holes, holes with
steep sidewalls, or material with high absorptivity.

8 Heat transfer is unaffected by thermal expansion~always true
for opaque ceramics as shown by an order of magnitude
analysis!.

In addition the following assumptions are made for the stress
calculations:

1 The mechanical properties, such as the modulus of elasticity,
are temperature independent.

2 Displacements are small quantities that vary over the entire
volume. Large displacements, such as buckling of thin plates
are not allowed.

3 No external forces are applied to the solid. Stresses occur
only due to thermal expansion or contraction.

4 Inertia effects are negligible during stress development~al-
ways true of opaque ceramics, but may break down for semi-
transparent ceramics subjected to ns laser pulsing!.

Heat Transfer. The heat transfer model developed by Roy
and Modest@13# is summarized here. The transient conduction
equation for a solid workpiece of dimensionsL3W3H, irradi-
ated by a Gaussian laser beam moving into the positivex-direciton
with constant velocityu, may be expressed in terms of tempera-
ture as~see Fig. 1!:

rcp

]T

] t̄
5¹•~k¹T! (1)

subject to the boundary conditions

x̄50 : T→T` x̄5L : T→T` (2a)

ȳ50 : T→T` ȳ5W : T→T` (2b)

z̄50 : 2n̂•~k¹T!1vnrDhre5aabsF"n̂

.aabsF0~ t̄ !e22@~ x̄2u t̄ !21 ȳ2#/w0
2

(2c)

z̄5H :
]T

] z̄
50, (2d)

and appropriate initial conditions such as

t̄50 : T~ x̄,ȳ,z̄,0!5T` (3)

s̄~ x̄,ȳ,z̄,0!5 s̄0~ x̄,ȳ,z̄!, (4)

where r, cp , k, andaabs are the density, specific heat, thermal
conductivity, and the material’s absorptance, respectively;x̄, ȳ,
and z̄ are the Cartesian coordinates ands̄ is the local depth of
groove under the laser~i.e., thez̄-coordiante of the top surface!; n̂
is the unit vector normal to the surface pointing into the solid;vn
is the local surface recession velocity~normal to the surface! dur-
ing scribing, andF is the irradiation intensity distribution. For a
focussed laser beam the intensity is a relatively involved expres-
sion, depending on the local surface coordinatesx̄,ȳ, as well as
the local groove depth,z̄5 s̄ @12#; we give here only an approxi-
mate expression valid in the vicinity of the lens’ focal point (z
50), in which F0( t̄) is the ~time-varying! laser intensity at the
center of the laser beam, Eq.~2c!. The overbar quantities distin-
guish the present dimensional quantities from the non-
dimensional quantities below. The boundary conditions are suffi-
cient to solve Eq.~1! for the temperature distribution, if the shape
of the groove is known. The previous work assumes that ablation/
decomposition of the solid material is governed by a simple equa-
tion of the Arrhenius type. This relation gives the rate of mass loss
per unit area as

ṁ95rvn5rC1e2Eh /R̄T, (5)

where Eh is the decomposition energy,R̄ is the universal gas
constant, andC1 is the preexponential factor that depends on the
type of ablation.

The governing equations and boundary conditions are non-
dimensionalized using the beam radius at the focal point,w0 , and
the ablation temperature of the material,Tre ,

x5
x̄

w0
y5

ȳ

w0
z5

z̄

w0
(6a)

t5
kt̄

rcpw0
2

s5
s̄

w0
u5

T2T`

Tre2T`
. (6b)

This leads to two basic non-dimensional parameters governing the
laser/material interaction

Nk5
k~Tre2T`!

F0w0
, Ste5

Dhre

cp~Tre2T`!
, U5

uw0

~k/rcp!.
(7)

Boundary-fitted coordinates are employed for the numerical so-
lution. A detailed discussion can be found in Roy and Modest
@13#.

Thermal Stresses. The extreme temperature gradients that
occur during laser machining result in large, localized thermal
expansion. This thermal expansion, in turn, causes large thermal
stresses in the ceramic. While under most conditions ceramics

Fig. 1 Laser scribing setup and coordinate system
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may be considered elastic, during laser machining there will be a
thin zone near the receding surface where significant creep may
occur. Theoretically, stress distributions for the shapes and tem-
perature distributions obtained from the heat transfer code can be
determined using a commercial finite-element package. However,
the extreme temperature gradients normal to the top surface en-
countered during laser machining necessitate extreme aspect ra-
tios for the finite volumes~up to 1000:1 and more!, which pre-
cludes the use of such commercial finite-element codes. In the
present first attempt to quantify the thermal stresses during laser
scribing, the influence of the thin creep zone near the top surface
will be neglected, since its contribution to the overall stress field is
expected to be small@11#.

Under the conditions given by the heat transfer portion, the
stress distribution is solved using the following sets of equations.
The first set is the non-dimensional governing equation for the
entire stress distributions= of the part,

¹•s= 50 (8)

or expanding Eq.~8! into the three following equations:

]sxx

]x
1

]txy

]y
1

]txz

]z
50 (9a)

]txy

]x
1

]syy

]y
1

]tyz

]z
50 (9b)

]txz

]x
1

]tyz

]y
1

]szz

]z
50. (9c)

The second set are the constitutive equations, in nondimensional
form, relating stress and straine= , and strain and displacementuI
for an elastic body, as given by Boley and Weiner@14#:

s i j 5e i j 1d i j @ae2~a11!u#; e i j 5
1

2S ]ui

]xj
1

]uj

]xi
D , (10)

wheres115sxx , s125txy , e115exx , e125exy , etc.,e51/3(exx
1eyy1ezz) and the following non-dimensional quantities are de-
fined as

s= 5
s=

2ma~Tre2T`!
; e=5

e=

a~Tre2T`!
(11a)

uI 5
uI

w0a~Tre2T`!
; a5

3n

~122n!
, (11b)

wherem is Lamé’s elastic constant~5G, the shear modulus!, n is
Poisson’s ratio, anda is the coefficient of linear expansion.

Expanding and inserting the relationships from Eq.~10! pro-
duces the equations for the stress components in terms of the
displacements:
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a

3S ]u

]x
1
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]w

]z D1
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The governing equation, Eq.~8!, is an elliptic vector equation
requiring three boundary conditions at each surface point. The
surfaces perpendicular to the laser beam (z5s andz5H) have a
no-traction boundary condition,

s= •n̂50, (18)

and the side surfaces parallel to the laser beam (x50, y50, x
5L, and y5W) have either no traction or clamped boundary
conditions. If the heat-affected zone of an actual workpiece is
confined to a small internal area, it is reasonable to confine the
calculations to a smaller piece containing the heat-affected zone,
together with a clamped boundary condition. On the other hand,
for operations where the laser is near the edge of the part or where
significant temperature gradients remain at the edge of the part,
the no-traction boundary condition must be invoked on that
boundary. For the present research all operations are assumed to
take place on a small heat-affected zone in the middle of a large
part.

Inserting Eqs.~12!–~17! into Eq.~9! and applying the boundary
conditions, Eq.~18!, gives a set of equations in terms of displace-
ments, from which the stress distribution of the entire part can be
determined. This final set of three equations in three unknowns
contains partial derivatives of the displacement vector that must
be solved numerically. The numerical solution follows the ap-
proach of the ablation code as given by Roy and Modest@13#.
From this previous work the temperature field, and equally impor-
tant, the shape of the part, are known. The stress code will use the
temperature field and the shape of the part as inputs. After a
coordinate transformation from physical to computational coordi-
nates, as outlined by Thompson et al.@15#, and finite differencing,
the code solves the displacement field using an over-relaxation
scheme with a block-tridiagonal solver. Special consideration
must be given at the no-traction boundaries because of the out-of-
plane derivatives. The internal node equations and the no-traction
boundary condition equations are combined to remove the desired
out-of-plane derivatives using integration over half-nodes adjacent
to the surface. After long and tedious manipulations~not shown!,
the result is a set of three equations for each of the
Nj3Nh3Nz nodes that forms the overall grid~cutting through is
not allowed for the present stress calculations!. The final nineteen
point stencil is of the following form:

p
= i jkfI i , j ,k5n= i jkfI i , j 11,k1s= i jkfI i , j 21,k1e= i jkfI i 11,j ,k1w= i jkfI i 21,jk

1t= i jkfI i , j ,k111b= i jkfI i , j ,k211ne= i jk~fI i 11,j 11,k

1fI i 21,j 21,k2fI i 11,j 21,k2fI i 21,j 11,k!

1te= i jk~fI i 11,j ,k111fI i 21,j ,k212fI i 11,j ,k21

2fI i 21,j ,k11!1tn= i jk~fI i , j 11,k111fI i , j 21,k21

2fI i , j 11,k212fI i , j 21,k11!1RI i jk . (19)

Equations~19! are a system of linear equations in the form
A= fI 5RI , whereA= is a coefficient matrix, whose overall dimension
is determined by the number of nodes and where each individual
component is a 333 matrix ~for examplep

= i jk). The solution vec-
tor, fI , is the displacement vector, and the right-hand-side vector,
RI , contains the temperature gradients at the interior nodes and
temperatures at the boundary nodes. Once the displacement field
is known the strain and stress fields are easily obtained using Eq.
~10! and Eqs.~12!–~17!. Finally, the principal stresses are the
eigenvalues for the stress matrix, sorted by magnitude, at each
node.

Numerical Uncertainty. All results were obtained with an
x-y-z unequally-spaced nodal system of 93344351 nodes. Re-
sults are, of course, affected by nodal numbers and also by their
~unequal!spacing~especially near the surface in thez-direction,
where the nodes open up rapidly across the thin heat-affected
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zone!. Using a 64332331 nodal system resulted in different
groove depths of up to 1 percent of maximum, temperatures of up
to 0.1 percent of maximum, while stresses deviated also by about
1 percent of their respective~tensile or compressive! maxima,
with up to about 5 percent deviation for intermediate values.

Results and Discussion
The principal aim of the present study was to develop a tool,

which—at least on a qualitative level—can predict what kind of
thermal stresses occur during laser machining of ceramics that
cause a decrease in strength and fatigue life, andwhenandwhere
they occur. At this point we know too little about temperature
dependence of elastic material properties, and even less about
ceramics’ non-elastic material behavior. However, a previous
study on drilling showed that non-elastic deformations are con-
fined to a very thin surface layer, causing no appreciable change
in the overall stress field@11#. Only a few typical scenarios are
presented here to show, qualitatively, how damaging tensile
stresses occur during laser scribing of ceramics. These scenarios
include scribing operations for a CW laser and a conventionally-
pulsed laser, with pulse duration on the order of hundreds of mi-
croseconds. The simulated material is silicon carbide because of
its wide range of applications. The pertinent material properties
for silicon carbide at 1500°C are given in Table 1. All these ma-
terial properties are assumed to be temperature independent.

The laser simulated is a typical CO2 laser~such as the one in
our laboratory!, with a beam radius ofw05170mm and absorbed
laser power ofaabsP5600 W. The speed of the laser for all of the
scribing operations is 10 cm/sec. The simulated silicon carbide
workpiece has non-dimensional dimensions of 1231235 ~or 2
mm32 mm30.85 mm!. As previously mentioned, actual work-
pieces tend to have much larger length and width dimensions,
although stresses decay rapidly beyond the heat-affected zone.
Thus, smaller dimensioned workpieces, clamped on all sides, have
essentially the same distributions, but the stress distributions can
be calculated on a smaller piece much more rapidly.

The first simulation is a drilling operation with a CW laser to
allow comparison with our previous two-dimensional model@11#,
and to highlight the differences between drilling and scribing.
This is followed by a CW scribing operation starting the laser in
the pre-drilled hole to investigate the development of the stress
distributions. Finally, CW and pulsed laser operations are com-
pared for a pure scribing operation.

The principle stresses are sorted by magnitude and the results
shown are the maximum principal stress, which generally consist
of stresses in the direction normal to the top surface, and the
intermediate principal stress that generally consists of stresses in
the radial and hoop directions. The smallest principal stress is
always compressive and, thus, uninteresting and is not shown.

Figures 2 and 3 show the half-views of the principal stresses for
laser drilling lasting 1.8 ms. The stresses are symmetric about the
x and y-axes, with the laser positioned over the center of the
workpiece. Figure 2 shows the intermediate principal stress distri-
bution, composed primarily of hoop stresses in the heat-affected
zone and radial stresses elsewhere, with a large tension sheet
above 0.05~190 MPa!in a region just outside the heat-affected
zone. There are large compressive stresses directly under the la-

ser, limited to a thin layer near the surface, and a small spot with
strong tension~above 0.1 or 400 MPa, inside the material directly
under the laser center!. Figure 3 shows the maximum principal
stresses whose directions are primarily normal to the top surface.
The only exception is the lobe of maximum principal stress ex-
tending from the interior tensile region to the top surface, as
shown in the normal and center plane views of Fig. 3. In this
tensile region the maximum principal stress is in the radial direc-
tion. The maximum tension is 0.11~440 MPa!in a ring approxi-
mately 0.17 mm below the top surface, just outside the heat-
affected zone.

Figure 4 gives the maximum principal stress distributions for
laser scribing starting in a previously drilled hole and shows the
stress field skewing and shifting to the region in front of the laser.
Lasing conditions are identical to the drilling case, except that the
laser starts moving aftert51.8 ms~i.e., the time in Figs. 2 and 3!,

Fig. 2 Intermediate principal stress distribution during CW
CO2 laser drilling; time Ä1.8 ms

Fig. 3 Maximum principal stress distribution during CW CO 2
laser drilling; time Ä1.8 ms

Table 1 Properties of silicon carbide
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with a velocity of 10 cm/sec in the positivex-direction. The in-
termediate principal stresses are very similar to those for pure
drilling ~Fig. 2!, and are not shown here. The maximum principal
tensile stress~shown in Fig. 4!moves toward the region in front
of the laser and increases to 115~440 MPa!, with its direction
being normal to the top surface. This tension region is now in the
shape of a moon crescent, with less tension behind the laser. The
shift in the stress fields is due to the fact that the hot region behind
the moving laser is spreading and becoming larger than in front of
the laser. This again causes sharper temperature gradients~and,
thus, larger stresses!ahead of the laser than in the cool-down zone
behind it.

For the pure scribing case~with the laser scanning onto the
workpiece from outside! three of the side surfaces have been as-
sumed clamped, while the no-traction boundary condition was

applied atx50 where the laser scans onto the surface. For pure
scribing the shifting and twisting of the stress fields is more dra-
matic. As shown in Fig. 5 for CW laser scribing, the subsurface
tensile region has completely shifted to the front and the sides of
the laser. Additionally, there is a region of tension forming close
to the top surface near the edge of the groove behind the laser.
This is due to the region behind the laser expanding outward
faster, causing the material to tear near the edge of the groove.
Again, the intermediate principal stresses are primarily hoop
stresses in the heat-affected zone and radial stresses outside the
heat-affected zone. The dramatic shift in the stress fields is also
visible in Fig. 6, which shows the maximum principal stresses are
primarily in the direction normal to the top surface, with a lobe of
radial stresses extending from the interior tension region to the top
surface of the laser. For the pure scribing case there is no subsur-
face tensile region behind the laser as there was in the drilling and
pre-drilling cases. Figure 6 also shows increased tension in the

Fig. 4 Maximum principal stress distribution during CW CO 2
laser scribing commencing after drilling for 1.8 ms; time Ä2.5
ms

Fig. 5 Intermediate principal stress distribution during CW
CO2 laser scribing; time Ä2.5 ms

Fig. 6 Maixmum principal stress distribution during CW CO 2
laser scribing; time Ä3.5 ms

Fig. 7 SEM cross-section of CW CO 2 laser scribed of a-SiC
„power PÄ600 W, laser scan velocity Ä5 cm Õs…
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maximum principal stresses in front of the laser, at 0.17 mm be-
low the top surface, with a maximum value of 0.126~480 MPa!.
On a qualitative level the results explain beautifully the damage
we have routinely observed when scribinga-SiC with our CW
CO2 laser~see, e.g., Fig. 7, which showsa-SiC scribed at 5 cm/
sec and CW power of 600 W; this particular photo was chosen
because it displays much stronger than average thermal stress
damage!.

There is a substantial difference in the temperature profiles be-
tween a pulsed laser and a continuous wave laser. The heat-
affected zone for the pulsed laser scribing case is consistently
shallower than for the CW case. Even for a laser with a relatively
long pulse duration~;1 ms!, the groove becomes much deeper
since there are much lower conduction losses into the material. In
general, temperature gradients during pulsed laser operation are
much larger, and because they occur over such a short depth, the

stress fields are more concentrated. In our sample calculations,
average absorbed laser power is again 600 W with a duty cycle of
25 percent~on-time is 25 percent of total pulse time!. The total
duration of the operation is such that the total amount of energy
released into the part is the same as for the CW laser scribing case
shown in Figs. 5 and 6.

Figure 8 shows the combination of hoop and radial principal
stresses for the pulsed laser scribing case as they exist at the end
of a pulse~i.e., just before the laser shuts off!. It is seen that the
stress field, compression as well as tension, are thinner in depth,
and smaller in area, with a much shorter cool-down tail, essen-
tially following the trends of the much thinner and smaller~in
area! heat-affected zone during pulsed scribing. Surprisingly,
pulsing has little effect on the magnitude of hoop and radial
stresses. The maximum normal principal stress, shown in Fig. 9, is
higher for the pulsed laser scribing operation, the maximum value
being 0.178~675 MPa!located to the side of the laser, while in
the CW case the maximum tension was in front of the laser.

Conclusions
To investigate the stress distributions during CW and pulsed

laser scribing of ceramics, an elastic stress model has been incor-
porated into our three-dimensional machining code. Simulations
have been performed on thin wafers of silicon carbide to observe
the development of the stress distributions. Because of simplify-
ing assumptions, such as constant properties and elastic behavior,
results obtained are only semi-quantitative but serve to illuminate
the damaging thermal stresses as they develop during laser scrib-
ing. The stress fields for the scribing operations are non-
symmetric and shift to the region in front of the laser as compared
to the drilling operation. For the simulated CW conditions, the
maximum principal stress was found to be 480 MPa in a direction
normal to the surface and located in front of the laser just outside
the heat-affected zone. The maximum principal stress shows, on a
qualitative level, the damage observed during experimental laser
scribing. The intermediate principal stress consists of compressive
hoop stresses in the heat-affected zone and smaller tensile radial
stresses outside the heat-affected zone. For CW and pulsed scrib-
ing a region of tensile stresses forms below the surface near the
edge of the groove to the side and behind the laser. For pulsed
laser scribing, stress fields are considerably more compact but,
with the exception of normal tensile stresses, not greatly in-
creased. The maximum principal stress for pulsed laser scribing is
again normal to the surface, but located to the side of the laser
with a value of 675 MPa for the conditions simulated here.
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Nomenclature

a 5 stress constant, Eq.~11b!
cp 5 specific heat of ceramic,@J/~kg K!#
C1 5 preexponential factor for the ablation process,@m/s#
E 5 modulus of elasticity,@Pa#

Eh 5 decomposion energy,@J/kmol#
Dhre 5 ablation enthalpy,@J/kg#

F 5 laser irradiation flux,@W/m2#
F0 5 laser irradiation flux at center of beam,@W/m2#

k 5 thermal conductivity,@W/~mK!#
L,W,H 5 length, width, and thicknesses of ceramic workpiece,

@m#
n̂ 5 unit surface normal pointing into workpiece,

Nk 5 Conduction-to-laser power parameter, Eq.~7!
R̄ 5 universal gas constant,@J/~kmol K!#

s,s̄ 5 ~nondimensional! hole depth, Eq.~6b! @m#

Fig. 8 Intermediate principal stress distribution during pulsed
CO2 laser scribing; time Ä2.2 ms

Fig. 9 Maximum principle stress distribution during pulsed
CO2 laser scribing; time Ä2.2 ms

176 Õ Vol. 123, FEBRUARY 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ste 5 Stefan number, Eq.~7!

t, t̄ 5 ~nondimensional! time, Eq.~6b!, @s#
T 5 temperature,@K#

uI ,ū 5 ~nondimensional! displacement vector, Eq.~11b!, @m#
u,v,w 5 displacements inx, y, andz directions, respectively

U,u 5 ~nondimensional! laser scanning speed, Eq.~2c!,
@m/s#

vn 5 local surface recession speed,@m/s#
w0 5 focal radius of laser beam,@m#

x,y,z,
x̄,ȳ,z 5 ~nondimensional! Cartesian coordinates, Eq.~6b!, @m#

a 5 coefficient of thermal expansion,@K21#
aabs 5 laser absorptance,@2#

d= 5 identity tensor
e= ,e= 5 ~nondimensional! strain tensor, Eq.~11b!, @2#

e 5 Average of trace for the strain tensor, Eq.~10!
k 5 absorption coefficient of ceramic,@cm21#
m 5 Laméelastic constant~5G, the shear modulus!, @Pa#
n 5 Poisson’s ratio,@2#
r 5 density of ceramic,@kg/m3#

s= ,s= 5 ~nondimensional! stress tensor, Eq.~11b!, @Pa#
j,h,z 5 computational coordinates,

u 5 nondimensional temperature, Eq.~6b!,

Subscripts

` 5 at ambient, or at far-away conditions
re 5 at removal temperature
x 5 x-component
y 5 y-component
z 5 z-component

Superscripts

2 5 dimensional quantity
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Experimental Investigation of
Heat Dispersion Due to
Impregnation of Viscous Fluids in
Heated Fibrous Porous During
Composites Processing
Resin Transfer Molding (RTM) is a composite manufacturing process in which a fibrous
preform is placed in a closed mold and a viscous resin is injected into the mold to fill the
empty spaces between the stationary network of fibers. The fiber preform and the mold are
usually hot and transfer the heat to the moving resin. In this paper, we carried out an
experimental investigation to validate the importance of heat dispersion in RTM and the
local thermal equilibrium assumption during the non-isothermal mold filling process. In
addition, we have developed an expression for the temperature boundary condition at the
moving flow front for this moving boundary mold filling process based on volume aver-
aging method and verified it with experiments. The heat dispersion was found to vary
linearly with Peclet number and contributed significantly to the temperature distribution
in RTM. Using order of magnitude analysis, it was clearly shown that the local thermal
equilibrium is a reasonable assumption to model RTM processes and was verified with
experimental results. Finally, as many fiber preforms consist of two scales of pore sizes,
it is pointed out that further research is necessary in characterization and prediction of
heat dispersion in dual scale porous media.@DOI: 10.1115/1.1338131#

Keywords: Composites, Heat Transfer, Manufacturing, Moving Boundaries, Packed
Beds, Porous Media, Thermal

Introduction
A composite is a combination of two or more materials that can

inherently furnish desirable characteristics, which the component
materials cannot provide separately. Several manufacturing tech-
niques exist for making composites. The Resin Transfer Molding
~RTM! is one of the widely used techniques. In this process, a
fiber preform is placed and compacted~which anchors the pre-
form firmly! in a closed mold. The mold and the stationary pre-
form may be heated. A resin is injected into the mold to fill the
empty space between the fibers. The resin cross-links and solidi-
fies and then the mold is opened and the part is de-molded. This
study will focus on experimental investigation of the role of heat
dispersion in fibrous porous media when describing heat transfer
in processes such as RTM where a fibrous preform is placed in a
closed mold and a viscous resin is injected to saturate the fibrous
porous media. In almost all advanced resin systems, the mold is
heated to a higher temperature before the resin is injected into the
mold to saturate the porous preform. Heat diffuses to the resin
from the mold wall and the fibrous porous preform to the resin
during mold filling. This approach is widely used in practice to
trigger and expedite the curing cycle as well as to reduce the resin
viscosity during filling. It is important to predict the transient
heating of the resin as it flows inside the mold because the heat
will trigger chemical reactions in the resin which will cross-link
the resin molecules around a critical temperature increasing the
resin viscosity rapidly. This will arrest the impregnation process
and leave empty spaces between the fibers called ‘‘dry spots’’ or
voids that are detrimental to the properties of the composite part.
Hence, it is important that the resin saturates the preform com-
pletely before this critical temperature is reached.

In this non-isothermal mold filling process, the heat conduction
and heat convection play an important role. The heat transfer phe-
nomenon in a porous medium is more involved as the microscopic
heat convection and conduction are enhanced due to the porous
structure of the preform. One approach to model the heat transfer
process is to zoom into a unit cell of the porous medium and find
the volume-averaged thermal properties of the unit cell. By as-
sembling these volume-averaged thermal properties, the volume-
averaged energy equation is obtained with the volume-averaged
temperature as the governing variable. During the volume-
averaging operation, the contribution from the microscopic heat
conductivity is lumped into an ‘‘effective thermal conductivity’’
term. The deviation between the total microscopic heat convection
and the volume-averaged heat convection is represented by and
called as the ‘‘heat dispersion’’ term.

In this paper, the values for the ‘‘effective thermal conductiv-
ity’’ and ‘‘heat dispersion’’ terms are primarily evaluated by per-
forming controlled experiments. We first qualitatively character-
ize the importance of heat dispersion in RTM by repeating the
non-isothermal mold filling process with identical Darcy velocity
and porosity~identical Peclet number! by changing only the fiber
orientation of a unidirectional fiber preform. The temperature
along the flow direction of the resin was recorded during the mold
filling process for the case when the fibers were parallel to the
flow and for the case when the fibers were perpendicular to the
flow direction. Different temperature distributions confirmed for
the first time that the differences were definitely due to the differ-
ent degrees of ‘‘heat dispersion’’ during flow. The dispersion
characteristics were distinctly different for the two cases due to
different microscopic heat convection pattern invoked by the fiber
orientation architecture. Hence, for the first time, the importance
of heat dispersion was systematically evaluated and validated in
the RTM process.

The generalized volume-averaged energy equation@1# is used
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to model this non-isothermal mold filling process. One important
feature of this energy equation is the ease with which one can
perform an energy balance in a moving observation frame, which
is pertinent in RTM, at the moving flow front as the resin saturates
the porous preform. This energy balance at the moving flow front
boundary in the porous medium was derived for the first time and
shown to be consistent with experimental measurements. Another
important feature of the energy equation is that it can also capture
the local thermal non-equilibrium phenomena with one lumped
temperature instead of using fluid temperature and solid tempera-
ture separately as in the two-phase model@2#. Hence, we con-
ducted experiments to evaluate the contribution of local thermal
non-equilibrium phenomenon in RTM as the thermocouples can
only measure a temperature value that will represent the ‘‘lumped
temperature’’ in the generalized energy equation.

Scaling analysis of the energy equation for RTM was con-
ducted to explore the conditions when a quasi-steady state solu-
tion will be valid. Experiments were conducted under those con-
ditions to verify the analytical steady state solution for
temperature. A transient numerical solution was developed and
compared with the experimental results in the transient zone. It
was found that the experimental results, the analytical solution
and the numerical solution could be made to agree by selecting
the right dispersion coefficient and effective thermal conductivity
value. The experimental data and the order of magnitude analysis
suggest that the use of local thermal equilibrium in RTM is justi-
fiable at low Peclet number. The experimental results for a woven
preform highlight the deviation of the experimental measurements
from the predictions due to the presence of dual porosity scale in
such fibrous porous media. This suggests that one may have to
resort to advanced homogenization techniques to find the tempera-
tures in such non-isothermal processes.

Previous Work
Previous non-isothermal studies@3–6# for liquid composites

processing assumed that heat dispersion could be neglected.
Tucker and Dessenberger@7# showed that heat dispersion is im-
portant in typical RTM process by conducting a non-dimensional
analysis. Dessenberger and Tucker@8# conducted experiments by
using random preforms and compared the data with numerical
results with and without heat dispersion. They used the local ther-
mal equilibrium model, which assumes that the fiber tows and
resin system reach the same temperature instantaneously on con-
tact, in their study. The comparison showed that heat dispersion
through the thickness made a significant contribution to the tem-
perature distribution of the fibrous porous media during mold fill-
ing and therefore should not be ignored in non-isothermal simu-
lations. However, they did not compare different architectures in
their experiments neither did they measure the temperature of the
resin without the preform in the mold. Hence, their conclusion
was based solely on the fact that they needed a dispersion coeffi-
cient in their theoretical predictions to match their experimental
results. Also the boundary condition at the moving flow front
applied by them was incorrect and could have influenced their
theoretical solution. Hence, we wanted to carry out a systematic
study to exhibit the significance of heat dispersion in RTM as
some researchers@8,9# recommended that heat dispersion be con-
sidered in the non-isothermal modeling of the RTM filling process
while others have ignored it@3–6#. Another unresolved issue was
the validity of using local thermal equilibrium assumption in such
a manufacturing process@9,10#. These researchers resorted to use
of the two-phase model to predict the fluid temperature and the
solid temperature. However, it is impossible to distinguish which
temperature is measured by the thermocouple and hence it is not
easy to compare the predictions with experimental results. Also,
the two-phase model needs many volume-averaged thermal coef-
ficients as input before it can be applied effectively. The experi-
mental measurement of those coefficients are very difficult to
achieve and not very reliable@2#. In addition, the two-phase model

is computationally inefficient and expensive, as one has to solve a
coupled set of governing equations for the average fluid and solid
temperatures in this model. For lack of a criterion as to when the
local thermal non-equilibrium effect is significant, the decision to
either include it or ignore it has been left to the convenience of the
researcher. In fact, in RTM all researchers assume local thermal
equilibrium without justifying it. Hence, a need for an evaluation
criterion.

In the following sections, we will describe the carefully de-
signed experiments to systematically study the role of heat disper-
sion in RTM. We will also evaluate the local thermal equilibrium
assumption in RTM process by using an order of magnitude
analysis and validate it with experimental results.

Experimental Investigation
The experimental system was constructed to be able to control

the resin injection rate and the mold temperature separately and
accurately. First, an existing injection system that produced a con-
stant flow rate for the lab-scale RTM process was calibrated.
Next, aluminum was chosen as the mold material and a heat ex-
changer was designed and manufactured within the mold plates to
optimize the control of the mold surface temperature. Water, the
coolant, was circulated through the small ducts inside the mold
walls. Two plate-heaters were used to heat the circulating coolant.
The resulting mold allows the circulating coolant to pass through
the small ducts inside the mold walls at a flow rate of 6.3 liters/s
and could maintain the mold surface temperature to within 1C.

Fourteen thermocouples~K-type, 0.4 mm in diameter, error in
61.1K or 0.4 percent!were arranged perpendicular to the flow
direction to minimize disturbances. Seven thermocouples on the
mold walls were attached to the aluminum surface. The remaining
seven thermocouples were located along the mid-plane of the
mold cavity and were supported by Kevlar fibers stretched be-
tween the sides of the spacer plate. The distance between the
thermocouples in the flow direction was 5.08 cm. The entry region
before the fluid came in contact with the fiber preform allowed the
flow to be developed and was 10.16 cm~4 in.! in length. The
width of the mold cavity was 24.77 cm~9 3/4 in.!. The length of

Fig. 1 Experimental setup of the mold „photograph and
schematic…
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the mold cavity was 62.87 cm~24 3/4 in.!. Finally, a composite
specimen was made to insure a uniform and accurate measure-
ment of the cavity thickness that was measured to be 1.02 cm. The
experimental configuration is shown in Fig. 1. The dimensions of
the mold cavity are shown in Fig. 2.

Experiments were performed using a non-curing fluid to avoid
complications caused by exothermic reactions that actual resin
systems undergo. The fluid used was a mixture of 2/3 Glycerin
and 1/3 Ethylene Glycol. This combination provides a viscosity
similar to typical resin systems, 200–220 centipoise at room tem-
perature. In addition, the thermophysical properties of the fluid
were also very similar and known. Experiments were first com-
pleted in a mold made of Plexiglas to ensure and observe the
uniform Darcy velocity during the injection. During the actual
experimentation, which used the aluminum mold, race-tracking
@11# was avoided by monitoring the outlet port as well as inspect-
ing that the preform was saturated fully, immediately after the

experiment was completed. Preforms were weighed to calculate
accurate volume fractions and a constant flow rate for the fluid
was maintained for each experiment performed.

Tables 1 and 2 list the experiments and the thermal material
properties. The principal purpose of experiments 1 and 2 was to
evaluate the existence of heat dispersion in RTM by directly com-
paring the influence of the fiber architecture on the transient tem-
perature history. In experiment 1, the resin was injected at the
constant rate through a line gate into the mold containing unidi-
rectional preform~in which the fibers are all aligned along one
direction! creating a one-dimensional flow perpendicular to the
fiber direction. Experiment 2 was repeated with identical flow
parameters with identical unidirectional preform with the fibers
oriented along the flow direction. The hypothesis we wanted to
systematically test was whether the temperature history was influ-
enced by the microscopic heat convection, which depends on the
fiber orientation. That is, when the flow is along the fiber direc-
tion, the fluid motion at the scale of the fiber diameters or fiber
tows and therefore the microconvection will be distinctly different
as compared to when the fibers are perpendicular to the flow di-
rection. One would expect, the bulk flow will be disturbed more
when the fibers are perpendicular to the flow direction invoking a
higher degree of microconvection. As in the generalized volume-
averaged energy equation, microconvection is expressed as dis-
persion, one would expect a higher dispersion coefficient for the
case of flow across the fibers. The comparison of the measured
temperatures at the seven locations during experiments 1 and 2 are
shown in Fig. 3. The differences in the temperature history for the
same flow parameters, initial and boundary conditions for the
resin and mold temperatures with identical fiber volume fractions
clearly underline the significance of heat dispersion in RTM at
least qualitatively. Experiment 1 due to higher degree of micro-
convection causes higher degree of dispersion and hence records
higher temperatures, which supports our hypothesis. Note that the
above experiments were repeated and the same results were ob-
served. This is the first time that the relation of heat dispersion
with fiber preform architecture is systematically depicted. Experi-
ments 3–7 were performed to screen the suitable model of the
effective thermal conductivity for both glass and carbon preforms
from several candidates, since the carbon has much higher thermal
conductivity than the fiberglass and the fluid. Experiments 8–12
were performed to explore the dependence of thermal dispersion
on the mean velocity~or the Peclet number! of the resin. Experi-
ments 12 and 13 have the same flow front velocity (ufront5^uf&

f

5^u&/« f) but different fiber volume fraction,«s ~which is equal
to unity minus the resin volume fraction, 12« f!. This provided us
with an opportunity to explore the influence of fiber volume frac-
tion as well.

Approach for Temperature Predictions

„a… Governing Equations. We focus on one-dimensional
flow, which creates two-dimensional heat transfer as the heat can
convect along the flow direction and conduct in both the flow and
thickness direction. Thex-direction is denoted as the Darcy flow
direction and they-direction is the direction along the thickness.
The fluid phase which is the resin system is denoted by ‘‘f’’ and
the solid phase which is the fibrous porous preform is denoted by
‘‘s.’’ The geometry of the fibrous porous unit cell is symmetric
with respect to its ownx-axis and has its principal permeability
directions aligned with thex and y-directions. For this case, the

Fig. 2 Dimensions of the mold cavity and the locations of
thermocouples

Table 1 Experiments

Table 2 Material thermal properties
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generalized volume-averaged energy equation@1#, which does not
assume local thermal equilibrium between the solid and the fluid,
in the stationary observation frame can be rewritten as

chcx

]

]t

]^T&
]x

1$~rcp!s«s1~rcp! f« f%
]^T&
]t

1~rcp! f^u&x

]^T&
]x

5H Kxx

]2^T&
]x2 1Kyy

]2^T&
]y2 J 1k2dx

]

]x S ]2^T&
]x2 1

]2^T&
]y2 D1^ṡ&

(1)

and the volume-averaged heat flux can be expressed as

^q̇total&5H @~rcp!s^us&x1~rcp! f^uf&x#^T&2Kxx

]^T&
]x

2k2dx

]2^T&
]x2 J ex1H @~rcp!s^us&y1~rcp! f^uf&y#^T&

2Kyy

]^T&
]y

2k2dx

]2^T&
]x]y J ey , (2)

where^* &ª( 1
V)*y* dV is the volume average operator. Heat ca-

pacity and volume fraction are denoted as (rcp) and « respec-
tively. Temperature and velocity are denoted as ‘‘T’’ and ‘‘u,’’

Fig. 3 Comparison of the experimental temperature histories of the uni-directional fiberglass roving; Experi-
ments 1 „black lines …: the fiber-roving orientated perpendicular to the flow direction. Experiment 2 „gray
lines…: the fiber-roving orientated along the flow direction. The thermocouples locate along the mid-plane of
the mold cavity as shown in Fig. 1 and Fig. 2.
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respectively. To capture the local non-equilibrium effect, two
terms are introduced in this generalized model. First, to compen-
sate for the energy storage, the heat capacity correction,chcx
5( i 5s, f(rcp) i^bxi

&, is added. Note that the b-vector maps the
deviation between the microscopic temperature and the local
volume-averaged temperature onto the gradient of local volume-
average temperature and is defined asTi5^T&1bi•¹^T&. The
other additional term is the thermal diffusive correction vector,
k2dx5( i 5s, fki^bxi&, which captures the heat conduction devia-
tions due to the local thermal non-equilibrium. The principal com-
ponents of the total effective thermal conductivity tensor for this
two dimensional heat transfer case can be expressed as

Kxx5kexx1KDxx2^u&xchcx (3)
Kyy5keyy1KDyy ,

whereas the effective thermal conductivity tensor contributed due
to micro-conduction is defined as

ke5 (
i 5s, f

kiS « i I1
1

V E
Si

nbidSD . (4)

Note that ‘‘Si ’’ is the interface between the solid phase and the
fluid phase. In this paper, for sake of simplicity, we assumekexx
'keyy5ke . The heat dispersion tensor is given as

KD5 (
i 5s, f

2
~rcp! i

V E
Vi

~ui2^u&!bidV. (5)

The heat dispersion accounts for and lumps together the enhanced
heat transfer due to microscopic temperature and velocity devia-

tions from their volume-averaged values. Note that theKxx value
is frame dependent since the volume-averaged velocity^u&x is
frame dependent. Because all other components ofKxx are frame
independent, Eq.~3! will be very useful to find the value ofchcx ,
and, hence, can be used to calculate the temperature difference
between the fluid phase and the solid phase.

The mold in composites processing such as RTM is usually
very thin and long, and the characteristic length along the
x-direction,xc , is usually about two to three orders of magnitude
more than the thickness. Hence, we assume that the contribution
of k2dx can be neglected for such processes as compared with the
contributions fromKxx andKyy .

The boundary conditions for the wall and inflow are Dirichlet’s
boundary conditions, i.e.,

^T&5Twall at top and bottom of the mold (6)

^T&5Tinflow at inflow. (7)

The flow front velocity relative to the fiber preform is

ufront5^uf&
f5

^u&x

« f
ex . (8)

„b… Temperature Boundary Condition at the Moving Flow
Front. An energy balance approach is used at the moving flow
front. To describe the heat balance at the flow front, it is impera-
tive to use the moving observation frame attached to the flow
front. Hence, the dry preform enters the flow front at a relative
velocity, 2ufront . The dry preform is preheated to the initial tem-
perature of the wallT05Twall . The volume averaged heat flux
balance can be written as

(9)

where T05Twall and «s1« f51. As ^uf&xrel. to front
50 and

^us&xrel. to front
52«s /« f^u&x in the frame attached to the moving

front, the energy balance simplifies to

~rcp!s«sS 2
^u&x

« f
D ~T02^T&!52Kxx,rel. to front

]^T&
ix

, (10)

where

Kxx rel. to front5kexx1KDxx2^u&x rel. to frontchcx

5kexx1KDxx2
« f21

« f
^u&xchcx . (11)

This boundary condition is usually absent in flow through porous
media in which one does not encounter a moving flow front
boundary. However, it is important to consider such a moving
boundary in manufacturing process as it does influence the tem-
perature downstream.

„c… Dimensionless Form of the Governing Equation With
Boundary Conditions. The governing equations in dimension-
less form can be expressed as

chcx

~rcp! fUtc

]

]t8

]T8

]x8
1

b~rcp!s«s1~rcp! f« f cxc

~rcp! fUtc

]T8

]t8
1ux8

]T8

]x8

5H Kxx

~rcp! fUxc

]2T8

]x82 1
Kyyxc

~rcp! fUyc
2

]2T8

]y82J 1
^ṡ&xc

~rcp! fUDT

(12)

with boundary conditions

T851 at the mold walls

T850 at inflow

12T85

Kxx rel. to front« f

~rcp!s«sxcUux8

]T8

]x8
at the flow front, (13)

where the dimensionless variables are defined as

T85
T2Tinflow

DT
5

T2Tinflow

Twall2Tinflow

ux85^u&x /U

x85x/xc (14)
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y85y/yc5y/h

t85t/tc .

Here the thickness of the mold cavity is 2h. The characteristic
velocity U is assigned to be the Darcy velocity. Note that as
uniform Darcy velocity in the thickness direction is equivalent to
plug flow and hence the dimensionless velocity in thex direction
is unity, i.e.,ux851. The characteristic lengthxc and the charac-
teristic timetc will be discussed later.

„d… Analytical Solution for the Quasi-Steady State Case.
We definePeª(rcp) f^u&dp/2kf . Heredp is the diameter of the
solid particles~either fiber or fiber-tow!. If a low Peclet number is
assumed, we can neglect the complex effects due to the inclusion
of Kxx ,chcx ,k2dx for a thin mold cavity and we assume presence
of no heat source. The volume-averaged energy Eq.~12! for the
quasi-steady state simplifies to

ux8
]T8

]x8
5

xcKyy

h2~rcp! fU

]2T8

]y82, 0,x8,`, 21,y8,1. (15)

The velocity profile is assumed to be uniform~one-dimensional
flow! and henceux851. The boundary conditions are constant in-
flow temperature and constant wall temperature. Note that the
flow front boundary condition is not required and does not appear
in the steady state problem. The analytical solution is:

T8512
4

p (
n50

`
~21!n

2n11
cosF ~2n11!

p

2
y8G

3expF2S n1
1

2D 2

p2x* G , (16)

wherex* 5x8(xcKyy /h2(rcp) fU). This solution can be used to
find optimalKyy to numerically fit the temperature field with the
measured experimental data. Once we knowKyy and the value of
effective thermal conductivity (keyy), the difference between the
two is due to heat dispersion (KDyy).

This analytical solution can also be used to determine the char-
acteristic length along thex-direction in this problem. If we as-
sume the characteristic length to correspond to the 99 percent
temperature drop along the centerline (y850), one can write and
solve the following equation to findxc :

0.015
4

p (
n50

`
~21!n

2n11
expF2S n1

1

2D 2

p2xc8G . (17)

This allows one to solve forxc* and hencexc . The characteristic
thickness in they-direction isyc5h. One can now compare the
magnitude of conduction effects in Eq.~12! to formulate a crite-
rion for neglectingx-direction conduction in the quasi-steady state
case as

Kyy

Kxx
S xc

h D 2

@1. (18)

The quasi-steady state assumption is justifiable if the magnitudes
of the two transient terms in Eq.~12! are much less than the
convection term and the conduction term iny-direction. Hence, to
obtain a quasi-steady state the following two conditions should be
met:

t@MAX S ~~rcp!s«s1~rcp! f« f !h
2

Kyy
,
~~rcp!s«s1~rcp! f« f !xc

~rcp! fU
D

(19)

and

t@MAX S chcx

~rcp! fU
,
chcxh

2

Kyyxc
D . (20)

„e… Numerical Approach for the Transient Temperature
Predictions. A fully implicit finite difference scheme is em-
ployed to solve Eq.~1! with the transient term. We assume that
k2dx term can be neglected. An upwind scheme is used for com-
puting all ]^T&/]x terms in the energy equation and boundary
conditions. A central differential scheme is used to compute
]2^T&/]x2 and]2^T&/]y2. It is assumed that the fluid’s velocity is
uniform throughout the thickness, thus producing a plug profile.
Therefore, the mesh is fixed with a plug-shaped numerical flow
front. The incremental length corresponds to the user-specified
Darcy velocity, porosity, and total filling time. An iterative solver
with a floating relaxation factor executes the fully implicit
scheme. We verified the accuracy of our numerical code by com-
paring its steady state predictions with the analytical solution.

To solve for the transient problem, we need to input the values
of Kxx and chcx in addition to the value ofKyy , which is used
from the quasi-steady state solution. Unlike the value ofKyy can
be fitted from the experimental results, to find the values forKxx
and chcx is not straightforward. However, it is possible thatKxx
andchcx are negligible under some constraints. One can use order
of magnitude analysis to find the conditions under which we can
neglect the influence ofKxx andchcx in the transient problem.Kxx
was found to be negligible as stated in Eq.~18!. Next, we turn to
the flow front boundary conditions, Eq.~13!. In most of the ex-
perimental data, we found that this temperature drop was insig-
nificant, i.e., 0<12T8!1, at flow front boundary. Previous re-
searchers@12,13#explained such a phenomenon as a thermal wave
traveling behind the flow front boundary at its initial temperature,
T0 . Combining the experimental observation with Eq.~13!, we
obtain

0<

Kxx rel. to front

~rcp!sxcU

« f

12« f

!1. (21)

This equation can be used to determine the order of magnitude of
Kxx rel. to front. If we know the order of magnitude of both

Kxx rel. to front and Kxx , which can be found from some previous

reports@14,15#, we can determine the order of magnitude ofchcx
as

chcx52

« f~Kxx2Kxx rel. to front!

^u&x

⇒O$chcx%5OH 2

« f~Kxx2Kxx rel. to front!

^u&x
J . (22)

By comparing the magnitude of the transient terms in the energy
equation, Eq.~12!, we find the transient effect ofchcx can be
neglected if

uchcxu! b~rcp!s«s1~rcp! f« f cxc . (23)

Results and Discussions
We had investigated two types of fiber preforms, the random

fiber preform and the woven preforms. The random fiber preform
is representative of isotropic porous media and woven or stitched
preform exhibits dual scale porous media. In woven or stitched
preforms, such as the unidirectional fiberglass and the carbon bi-
weave, the dual scale is created because the spaces between the
fiber tows is an order of magnitude larger than the spaces between
individual fibers in a fiber tow.

„a… The Significance of Heat Dispersion in RTM. As the
theory is strictly valid for single scale porous media and since the
fiber-tow does not completely saturate when the resin flow front
reaches the fiber-tow@16#, for the unidirectional fiberglass and the
carbon biweave cases, we only performed the quasi-steady state
analysis to quantify the importance of heat dispersion.
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Figure 3 presents the effect of fiber orientation on the tempera-
ture history for the unidirectional preform. It is clear from the
figure that there is over 10 to 40 percent difference in the tem-
perature due to the change in the fiber orientation direction by 90
deg to the flow direction with all other parameters being the same.
By using the quasi-steady state analytical solution we can find the
Kyy values that best match the quasi-steady state temperature dis-
tribution along the midplane in the flow direction. We found that
Kyy50.882 W/m•K53.20kf ~3.2 times the thermal conductivity
of the fibers!for the fiber-tow perpendicular to the flow direction
and Kyy50.737 W/m•K52.67kf for the fiber-tow orientated
along the flow direction. The differences in both the temperature
history and theKyy values~about 0.53kf! show that heat disper-
sion effect is significant and is influenced by the changes in the
microstructure of the porous media.

Figure 4 shows the typical temperature history along the fluid
flow direction when a carbon biweave preform is used as the
fibrous porous media. The carbon biweave preform has the fiber-
tows orientated in both along and perpendicular to the flow direc-
tion alternatively. One can observe similar temperature behavior
as observed for unidirectional fibers, however with some subtle
differences. Figure 5 shows the values ofKyy used to match the
experimental data is linear with Peclet number~or Darcy velocity!
in our experiments. The diameter of carbon fiber is about 8mm.
Recalling from Eqs.~3–5!, the micro-velocity deviationui2^u&
linearly increases with Darcy velocity for laminar flow and hence
the linearity of Kyy with Peclet number. Table 3 compares the
various models used for predictingke , the effective thermal con-
ductivity of the fluid saturated porous medium. Because ofke
<Kyy , we found that Chang’s model@17# and the series arrange-
ment model provided a better match with experimental results. In
practice, it will be of interest to examine the necessity of consid-

ering theKDyy in the temperature prediction. Figure 6 shows it is
necessary to include the heat dispersion effect (KDyy) in the
quasi-steady state temperature prediction in order to match the
quasi-steady state experimental results.

In summary, from this set of steady state analysis and experi-
ments, we verified and validated the significance of heat disper-
sion KDyy in RTM. In addition, we presented a way to calculate
the value forKyy and henceKDyy . KDyy was found to be linear
with Peclet number. After comparing several models forke , we
found that Chang’s model@17# and the series arrangement model
agreed well with our experimental results.

„b… Local Thermal Equilibrium Assumption. For the ran-
dom fiberglass, both the quasi-steady state and transient state
analysis will be performed since it is composed of single-scale
fibrous porous media, instead of dual-scale fibrous porous media
~e.g., fiber-tow!, and does saturate immediately.

To analyze the random fiberglass experimental data, we start
with the quasi-steady state data. Using the analytical solution, we
first find the value ofKyy that matches the temperature predictions
with the measured temperatures from the experiments. As ex-
pected, we find that it is proportional to Peclet number as shown
in Fig. 7. We find that the dispersion coefficient varies from
0.98<KDyy /kf<2.36 if we assumeke>0.29 W/m•K51.05kf by
using Chang’s model@17#. The diameter of the fiberglass is 0.14
mm which gives the range of Peclet number to be 1.54<Pe
ª0.5•dp^u&/a f<6.28. Our results are very similar to Koch and
Brady’s prediction@14#, although their porous media consisted of
random arrangement of spheres. Koch and Brady predicted 0.30
<KDyy /kf<1.24 and 1.70<KDxx /kf<14.20 for the correspond-
ing Peclet number range. As ourKDyy value was close to their
KDyy , we assume their prediction range ofKDxx /kf as the starting
initial guess values for us to perform the transient state analysis.
Use of differentKDxx values into the numerical solution, had al-
most no significant effect on the temperature history. This can be
explained by conducting an order of magnitude analysis of the
energy equations. For example, forPe56.28, i.e. ^u&x
50.826 cm/sec, we calculatedxc51.429 m from Eq.~17!. And
note thatyc5h50.0102/250.0051 m. Using the above values
into Eq. ~18!, we get

Kyy

Kxx
S xc

h D 2

'
2.3611.05

14.2011.05S 1.429

0.0051D
2

517594.19@1. (24)

This impliesKxx has no significance in the energy equation, Eq.
~1!, for RTM type of porous media processes in which the in-
plane direction is much longer than the thickness direction. We

Fig. 4 Centerline temperature history for carbon biweave „Ex-
periment 5… at the seven locations as shown in Fig. 1 and Fig. 2

Fig. 5 K yy versus the Peclet number for the experiments using
carbon biweave preform with fiber volume fraction of 43
percent

Table 3 Comparison of various predictions †15‡ of k e for car-
bon biweave
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observed no significant temperature drop at the flow front from
the experimental data. Hence, the condition stated in Eq.~21!
must be satisfied hence reduces to

0<Kxx rel. to front!5710.25. (25)

We then estimated the order of magnitude ofchcx by using Eq.
~22! and obtain

21.443103<O$chcx%!5.383105. (26)

Since we havê bsx&52^bf x&>0 and (rcp)s,(rcp) f for this
case, we can tighten the bounds by further restrictingchcx<0 and
Kxxrel. to front

<Kxx . Substituting the order of magnitude ofchcx into

Eq. ~23!, we have

(27)

Equation~27! clearly implies that the transient term ofchcx can be
neglected in the energy equation, Eq.~1!, while comparing its
order of magnitude to the macroscopic transient term, i.e., the
transient term with (rcp)s«s1(rcp) f« f . Hence, for this case,
from Eq.~24! and Eq.~27! we conclude that the effects ofKxx and
chcx can be neglected for both the quasi-steady state and the tran-
sient state analysis. The most significant thermal coefficient that
needs to be determined isKyy , which can be easily found by
matching the temperature profiles from the as mentioned quasi-
steady state analytical solution with the experimental data. Apply-
ing the fittedKyy value in the numerical solution, a good agree-
ment between the predicted temperature history and experimental
data as shown in Fig. 8 which suggests that at low Peclet number,
local thermal equilibrium assumption is a justifiable one. Thus,
one can use the order of magnitude analysis as shown above to
evaluate the local thermal equilibrium assumption.

„c… Influence of Fiber Volume Fraction. In experiments
12 and 13, we use random fiberglass to make a study of the effect

Fig. 6 The significance of heat dispersion for the steady state temperature predictions for four different Peclet numbers. The
dependence of K yy on Peclet number must be considered to match the experimental data from the carbon biweave cases.

Fig. 7 K yy versus Peclet number for the experiments using the
random fiberglass preform with fiber volume fraction of 22
percent.
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of porosity, or fiber volume fraction. We find thatKyy increases
from 3.11kf (0.858 W/m-K) to 3.42kf (0.943 W/m-K) while the
porosity decreases from 0.85 to 0.78. Note that we are using the
same flow front velocity~fluid phase average velocity! of 1 cm/
sec for the two experiments. If we use Chang’s model@17# to
approximate ke , it increases from 1.08kf (0.297 W/m-K) to
1.11kf (0.307 W/m-K) as the porosity decreases from 0.85 to
0.78. Since Kyy5keyy1KDyy , hence KDyy increases from
2.03kf (0.561 W/m-K) to 2.30kf (0.636 W/m-K) as the porosity
decreases from 0.85 to 0.78. The rate of increase inKDyy is much
higher than the rate of increase inke for the porosity change from
0.85 to 0.78. The heat dispersion enhances because the micro-
scopic velocity increases and microscopic flow path becomes
more tortuous when the porosity decreases.

Summary
The heat dispersion for a viscous fluid saturating a heated fi-

brous porous medium is an important phenomenon in composites
manufacturing process such as RTM. Because the mold thickness
of such flow domains is much less than its in-plane dimension, the
through thickness dispersionKDyy has a strong effect on the non-
isothermal RTM process. Lab-scale experiments were conducted
in which temperatures were measured at seven different locations
in the flow direction during mold filling. Three different types of
fibrous porous media were used in the carefully designed experi-
ments. From the experimental data, we can distinguish a quasi-
steady state region and a transient region. We presented a method
to characterize dispersion coefficient by finding theKyy value by
matching the analytical solution for the quasi-steady state region
with the experimental data. By using order of magnitude analysis,
we found that we can neglect the effects of total effective thermal
conductivity in the flow direction (Kxx) and justify local thermal
equilibrium assumption in the lab-scale RTM cases. We also pre-
sented a method to conduct energy balance at the moving flow
front for such moving boundary problems. The most significant
influence is the total effective thermal conduction in the thickness
direction (Kyy) which includes strong dispersion effect (KDyy).
TheKDyy andKyy were found to be linear with Peclet number and
increase as the porosity decreases. The dual-scale fibrous porous
preform such as biweave and unidirectional preforms were ob-
served to have a different pattern in temperature history due to
their partial saturation at the flow front@16#. Further non-
isothermal study of using such dual-scale fibrous porous preform
in RTM should be explored and will prove useful in industrial-
scale RTM processes.

Acknowledgment
For this research, we acknowledge the financial support pro-

vided by the National Science Foundation~Grant DMI9713521!,
the Office of Naval Research~Grant N00014-97-C-0415!, the
manufacturing expertise provided by High Industries and assis-
tance given by Simon Bickerton.

Nomenclature

b 5 closure vector function~m!
chc 5 thermal capacity correction vector~J/m2-K!
cp 5 specific heat~J/kg-K!
dp 5 particle diameter~m!
e 5 unit vector
h 5 thickness of mold cavity~m!
I 5 identity tensor

kf 5 thermal conductivity of the fluid~W/m-K!
ke 5 effective thermal conductivity of the fluid saturated

porous media~W/m-K!
k2d 5 thermal diffusive correction vector~W/K!

K 5 total effective thermal conductivity tensor~W/m-K!
KD 5 effective thermal conductivity for dispersion effect

~W/m-K!
L 5 length of the fiber preform~m!
n 5 normal vector

Pe 5 Peclet number
q̇ 5 heat flux vector~W/m2!
S 5 surface~m2!
ṡ 5 heat source~W/m3!
t 5 time ~sec!

tc 5 characteristic time~sec!
T 5 temperature~K!

T0 5 initial temperature~K!
U 5 magnitude of Darcy velocity~m/sec!
u 5 velocity vector~m/sec!
V 5 representative volume~m3!

x, y, z 5 Cartesian coordinates
xc ,yc 5 characteristic length~m!

Greek

DT 5 temperature difference~K!
a 5 thermal diffusivity ~m2/s!
« 5 volume fraction
r 5 density~kg/m3!

Subscripts

f 5 fluid phase
i 5 material index
s 5 solid phase

Superscripts

f 5 fluid phase
i 5 material index
s 5 solid phase
8 5 non-dimensional index

Others

^ & 5 local volume-averaging operator
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Simulation of Thermal Plasma
Spraying of Partially Molten
Ceramics: Effect of Carrier Gas on
Particle Deposition and Phase
Change Phenomena
A three-dimensional simulation of the thermal plasma spraying process is reported. In
particular, the effect of the radial injection of a carrier gas is taken into account for a
dilute spray. The thermal history of powder particles of different sizes is predicted. It is
shown that introduction of a carrier gas can lead to a significant modification of the
plasma jet, and can have an effect on the thermal histories of the injected particles. The
study is motivated by the processing of non-traditional materials, specifically nanostruc-
tured ceramics. @DOI: 10.1115/1.1338117#

Introduction
Thermal spraying is a major materials processing operation

used to achieve improved surface properties. Applications are
found in the power, aviation, automotive, marine, and biomedical
industries@1–7#. Pawlowski@8# provides a comprehensive review
of the various techniques used in applying thermally sprayed coat-
ings, including the typical ranges of corresponding processing pa-
rameters. The atmospheric plasma spray~APS!, which is one of
the most common techniques, has been studied with various levels
of sophistication@9,10#.

A recent innovation in plasma sprayed coatings is the introduc-
tion of nanostructured materials which are expected to provide
enhanced insulation capability, wear and corrosion resistance, and
surface finishes@11,12#. Some preliminary diagnostics of the
sprayed particles and predictions of nanostructure retention in
coatings have been reported@13,14#. Spraying nanostructured ma-
terials presents an added level of complexity relative to the use of
conventional powder because complete melting~which is desir-
able when spraying conventional material! is to be avoided if
some nanostructure is to be retained in the coating. On the other
hand, at least some melting may be desirable in order to provide a
mechanism for the sprayed material to adhere to the substrate. Of
course, partial melting may be achieved by~a! melting some of
the particles entirely~while the rest remain unmolten!, ~b! par-
tially melting all the particles that are sprayed, or~c! some com-
bination of the two. In any case, an improved understanding of the
melting and possible resolidification phenomena of the particles
and their dependence upon conditions within the plasma jet is
needed for identifying key factors that influence the final coating
characteristics.

Since partial melting is desirable, it is probable that the appro-
priate operating conditions for spraying nanostructured material
will be different than those used to spray conventional material.
Narrower processing windows may emerge, and a higher level of
process control may be needed. With lower temperature particles
~relative to conventionally sprayed material!, physical phenomena
that are normally important~such as vaporization! may not occur.
On the other hand, effects that are usually deemed to be unimpor-
tant ~such as cooling of the plasma jet by the gas that carries the
particles to the jet or three-dimensionality within the jet! may play

a more significant role. With spraying partially-molten materials
as the motivation, the objective of this study is to predict partial
particle melting and possible resolidification phenomena of pow-
ders as they are sprayed using a conventional plasma setup. The
effect of the carrier gas on the plasma jet is accounted for. The
results reported here are relevant to dilute sprays; here, dilute
sprays are those in which the cooling and redirection of the
plasma gases by the particles themselves is neglected.

Problem Description. The plasma torch, the injection port,
and a substrate are shown schematically in Fig. 1. In plasma
sprays, gas temperatures typically exceed 10,000 K and particle
velocities are on the order of 100 m/s. The micron-sized particles
that are injected into the plasma usually melt within a few ms
prior to deposition on the substrate. Experimental observation of
the process is difficult because of the extreme conditions. An ef-
ficient method to investigate melting~and possible resolidifica-
tion! within the sprayed particles is via simulation.

In APS, the particles are delivered to the plasma in a stream of
carrier gas. Radial injection of the carrier gas has been neglected
in nearly all of the simulations reported in the literature. Although
some attempts have been made to justify neglecting the carrier
gas, it is usually the case that the gas is not accounted for because
with radial injection the flow field is fully three-dimensional, and
the descriptive equations become elliptic in form. In turn, the
computational expense associated with investigating carrier gas

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 17,
2000; revision received September 27, 2000. Associate Editor: D. A. Kaminski.

Fig. 1 A schematic representation of the thermal plasma
spraying system along with the injection port and substrate
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effects can become prohibitively large. It appears that only a re-
cent computational effort@10# has addressed the issue of carrier
gas injection, but to a limited extent.

In this study, a three-dimensional plasma jet issuing into an
ambient, quiescent atmosphere is modeled as a non-reacting, tur-
bulent mixture of Ar-H2 with temperature-dependent thermo-
physical properties. Powder particles are introduced into the jet
radially ~along with the carrier gas; Ar at room temperature!. The
particles are entrained into and heated by the plasma. A low~rela-
tive to conventional processing! power operating condition is con-
sidered, since low temperatures are desired relative to the spraying
of conventional powder.

The orifice of the torch is 8 mm in diameter, and the injection
port for the carrier gas and particles~located 5.5 mm from the
torch orifice and 5 mm off-axis!has a hydraulic diameter of 1.9
mm. These dimensions are typical of production hardware@13#.
The substrate is a 3 mm thick, 50 mm diameter disk located co-
axially with the torch at a distance ofLstdf5100 mm. The bound-
ary of the computational domain is cylindrical, and coaxial with
the plasma torch. The radius of the domain is 50 mm, and the
domain extends beyond the substrate disk for an additional 20 mm
in the x-direction. A cooling jet is located behind the substrate in
order to constrain its temperature to realistic levels. Back cooling
is often employed in practice.

The torch operating conditions are fixed. These are: an average
torch exit velocity and temperature ofVj5300 m/s andTj
512,000 K, respectively.~Note that the jet velocity is low relative
to standard conditions because of the lower power level assumed.!
Plasma torches are characterized by a high degree of intermittent
arcing, which can induce high levels of instability within the
plasma itself. The species composition is taken to be 80
percent–20 percent Ar-H2 by volume ~The resulting plasma gas
mass flow rate is;0.531023 kg/s!. The back cooling jet is of air,
issuing at 10 m/s and 300 K from an 8 mm round exit. The
remaining computational boundaries are specified to be at a con-
stant pressure; in the case of entrainment of ambient air, the con-
ditions are set at room temperature.

The carrier gas is argon, introduced into the injection port at
300 K. The carrier gas injection velocities~at the exit of the in-
jection port!are varied fromVcg50 to 15 m/s. Although nano-
structured material~zirconia! may have different thermophysical
properties relative to bulk material, the sprayed powder properties
are specified to be that of bulk zirconia~k52.4 W/m-K,
c5620 J/kg-K, r55700 kg/m3, Dh1s5700 000 J/kg, T1s
52 980 K, @15,16#!due to lack of information. The particle injec-
tion velocity is radially inward and is fixed atVp55 m/s. Typi-
cally, particle injection velocities have been measured to be within
approximately620 percent of the mean value@17#. The particles
are injected atTp5300 K. Note that differences betweenVcg and
Vp are commonplace and have been discussed elsewhere@18,19#
and the conditions specified here~except for the lowVcg cases!
are realistic. All dimensions, and process as well as carrier gases
used here are typical of APS technology. Again, the power as-
sumed here is relatively low in order to avoid complete melting of
the powder. Although particle injection velocities have been re-
lated to carrier gas velocities in some studies@20–23# the relation-
ships are typically hardware-specific and so are not used here.

Modeling
The assumptions associated with the plasma are~a! the gaseous

species behave as ideal gases at atmospheric pressure;~b! no
plasma ionization or chemical reaction takes place;~c! the system
is in steady state, with time-averaged turbulent fluctuations taken
into account, and~d! the plasma components are in local thermo-
dynamic equilibrium. In addition, the plasma is modeled as a tur-
bulent free jet composed of a high temperature mixture of Ar-H2
issuing into ambient air. The transport properties for plasma~Ar
and H2!, carrier gas~Ar!, and air are calculated based on the

Chapman-Enskog theory. Numerical values reported by Boulos
et al. @24# are used here. Mixture transport properties are calcu-
lated with Wilke’s formula@24#.

Because of their anticipated small effect in influencing the
sprayed particles, and the expense of including them in a fully
elliptic three-dimensional simulation, chemical reactions within
the plasma are not modeled here. It is estimated that the reactions
would contribute to less than 10 percent of the particle heating. It
is noted that a higher level of uncertainty is associated with values
of the transport properties@24#. Neglecting chemical reactions for
plasma jet simulation has been adopted in a number of recent
works @22,25,26#.

The equations solved for the gases are conservation of mass,
momentum, enthalpy, radiative energy, species~Ar, H2, and air!,
and turbulence kinetic energy as well as its dissipation:

¹•~rV!50 (1)

¹•~rVV!52¹~p!1¹•~teff! (2)

¹•~rhV!5¹•~~keff!¹~T!!2¹•qr (3)

2¹•~qr !524E alelb~l,T!dl1E E ali l~l,v!dvdl

(4)

¹•~rmiV!5¹•~r~Deff!¹~mi !! (5)

¹•~rkV!5¹•~~akmeff!¹~k!!1m tS
22r« (6)

¹•~r«V!5¹•~~a«meff!¹~«!!1C1«m tS
2«/k2C2«r«2/k2R

(7)

In the above,teff is the stress tensor@27# with the molecular
viscosity replaced by the effective viscosity,meff5m1mt . The tur-
bulent viscositym t , the inverse Prandtl numbersak anda« , the
effective thermal conductivity and species diffusivity, and the
quantitiesCm and R are determined through the RNG extension
@28# of the k-« turbulence model@29#. C1« and C2« have the
values 1.42 and 1.68, respectively. Also,S5ASi j Si j , whereSi j
5(]U j /]xi1]Ui /]xj )/2 is the mean-rate-of-strain tensor. Note
that the effective transport properties are dominated by the turbu-
lent field. The radiative flux~Eqs. 3 and 4!is determined by bal-
ancing the local emission and local absorption of thermal radia-
tion. Here,elb is the spectral blackbody emissive power,i l is the
spectral radiative intensity andal is the spectral absorptivity of
the gases@30#. The radiative transfer Eq.~4! is modeled with the
Pl approximation for diffuse radiation, yielding2¹•(qr)
524ksT41kG, wherek5k(T) is the Planck mean absorption
coefficient, andG is the incident radiation. Data fork is obtained
from Menart et al.@31#.

The boundary conditions are based on the physical configura-
tions described in Fig. 1. In brief, flat profiles for plasma jet exit
conditions are used in terms of velocity~300 m/s!and temperature
~12,000 K!. The turbulence intensity (I 5u8/u, u8 being the RMS
of the fluctuating component! is specified along with the length
scale~l! set to the torch exit diameter of 8 mm~hence, at torch
exit, k53/2u82, «5Cm

3/4k3/2/ l !. The influence of the DC arc fluc-
tuations, which are originally driven by random arc initiation and
extinction between the cathode and the anode, is not a truly tur-
bulence phenomenon. However, because of the lack of under-
standing of the detailed arc physics, this fluctuation is accounted
for by specifying a high level of turbulence at the jet exit, with
I 520 percent@32#. For the cooling jet~which merely constrains
the substrate to reasonable temperatures!, constant velocity~10
m/s!and temperature~300 K! profiles are assumed with no turbu-
lence intensity. For the regions of the boundary where gases flow
out, zero-gradient conditions are imposed for all quantities. Parts
of the boundaries atx50 andx5120 mm are held at zero velocity
and temperatures of 700 K (x50) and 300 K (x5120 mm) in or-
der to account for the finite wall thicknesses of the plasma and
cooling jet ports. The wall of the injection port is assumed to be

Journal of Heat Transfer FEBRUARY 2001, Vol. 123 Õ 189

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



constructed of non thermally-conducting material. The substrate is
stainless steel withk525.4 W/m-K ~at 1 000 K,@33#! while the
radiative surroundings are at 300 K.

Once the steady state flow field is calculated, the particle tra-
jectories are predicted using a Lagrangian scheme. The viscous
force acting upon the particle, as well as the particle heating rates
are calculated on the bases of Stokes’ law and Ranz-Marshall
correlations. The descriptive equations for the particles~correction
factors for the correlations, boundary conditions as well as heat
transfer, melting and resolidification within the particles! are iden-
tical to those of Wan et al.@@23#, Eqs. 1–18#and will not be
repeated here. The only exception is that material vaporization is
neglected since the partially molten particles experience relatively
low maximum temperatures. The discrete random walk model that
is used to predict particle trajectories within the highly turbulent
jet has been documented@34#along with the numerical scheme for
tracking the solid-liquid interface within each particle.

The fluid dynamics of the plasma jet, the carrier gas, and the
ambient air is predicted using a finite volume method@35#. The
computational grid is polar cylindrical, with the radius of the outer
boundary at 50 mm. The mesh is more refined near the axis~in the
radial direction!, as well as near the jet exit~in the axial direction!.
The angular resolution is uniform. The grid used to make the
predictions reported here has a resolution of 20~axial!
324~radial!332~angular!cells in the region between the injection
port and the substrate. A grid dependence study was made by
comparing the peak gas temperatures atx518, 27, 37, 48, 58, 67,
and 76 mm on the plane of injection as obtained by using different
grids. Specifically, a finer mesh (40324332) and a coarser grid
(10312332) were considered. Using the finer mesh as the stan-
dard, the coarsest mesh produced a maximum local error of 28
percent@error5uT2Tfine-meshu/(Tfine-mesh2300)# ~with the errors
increasing in the coolest regions of the domain!, the medium reso-
lution grid had a maximum local error of 6 percent. Comparisons
were also made for the mean trajectories of the particles. Because
the particles traverse the gases from the injection point to the
substrate~with local overpredictions of heat transfer rates offset-
ting local underpredictions!, particle deposition locations and tem-
peratures at the substrate were within 2 percent when comparisons
for the medium grid and the finest grid were made. Because the
trajectory and state of the sprayed material is of primary concern
here, the intermediate resolution grid was used to generate the
results reported here.

The grid resolution requirements in the region between the jet
exit and the injection port was also examined by comparing the
axial temperature variations, and with errors less than 0.5 percent
between resolutions of 5 and 10 cells, the coarser resolution was
chosen for all subsequent calculations. A comparison of measured
and predicted centerline temperature distributions is presented in
the Appendix.

Results

Plasma Jet. The predicted plasma jet temperature distribution
(Vcg50 m/s) is shown in Fig. 2. This result is presented as a
reference for comparing the plasma temperatures when carrier gas
is introduced. Although this prediction is obtained with a fully
three-dimensional model, the jet structure is axisymmetric.

The plasma jet exit is at the left. As evident from the isotherms,
the potential core found in typical free jets is absent. This is at-
tributed to the high turbulence in the jet which also loses energy
rapidly via thermal emission. Two nonzero carrier gas exit veloci-
ties, Vcg55 m/s and 15 m/s, were considered~Fig. 3!. Note that
temperature contours on two perpendicular planes are shown, the
vertical plane passes through the injection port and the axis of the
plasma torch-substrate assembly~Figs. 3~a!and 3~c!!. With the
introduction of carrier gas, the loss of symmetry in the vertical

Fig. 3 Temperature distributions for the plasma jet with carrier gas injection „a… side view „b… top view with VcgÄ5 mÕs; „c…
side view; and „d… top view with VcgÄ15 mÕs.

Fig. 2 Temperature distributions for the plasma jet without
carrier gas injection „side view…
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plane is expected since the momentum of the carrier gas pushes
the plasma jet downward. However, loss of symmetry about the
horizontal plane of injection is also observed~Figs. 3~b!and 3~d!!.
Lateral asymmetry is especially pronounced for theVcg55 m/s
case. Lateral deflection of the plasma jet has been mentioned
briefly in other computational studies@10# and, as will become
evident, can lead to a pronounced re-direction of the injected par-
ticles ~also see@25#!. Experimental collection of sprayed particles

downstream of the plasma torch has also revealed a modest degree
of lateral offset with respect to the plane of injection@36#.

Particle History: Base Case. In the base case, the particles
are introduced into the jet radially at 5 m/s, at a location 5 mm
from the torch axis and 5.5 mm from the torch exit. As with
nearly all the previous simulations of this process, no carrier gas is
included. The instantaneous liquid fraction of the particles,f L ,
was tracked, along with the evolution of each particle’sf RN .
Here, f RN is the fraction of material that has never been molten;
for nanostructured particles,f RN is an indirect measure of retained
nanostructure. A particle that completely melts and subsequently
completely resolidifies would be characterized byf L50 and f RN
50.

Particles of three sizes~30, 50, and 70mm diameter; typical
size of both conventional and nanostructured particles! were nu-
merically injected into the plasma jet, with 900 particles in each
size group. The deposition locations for 300 of each of the size
groups~900 particle deposition locations are not shown for clar-
ity! are reported in Fig. 4.~In Figs. 4, 8, and 11, the arrow tip
indicates the location of the outlet of the injection port.!

As expected, the 30mm particles are scattered most severely by
the turbulence within the jet~Fig. 4~a!!. Also as expected, the
center of the deposition cloud is closer to the center of the sub-
strate, relative to the center of the deposition cloud associated
with the larger particles~Figs. 4~b!and 4~c!!. The 30mm particles
melt completely.

The 70mm particles never melt~even partially!, and are depos-
ited furthest from the torch axis, and with the least degree of
scatter~Fig. 4~c!!. This is expected since all the particles issue
from the injection port at the same velocity, and the larger par-
ticles have a greater initial momentum. The 70mm particles pass
through the core of the jet faster than do the smaller ones, thus
minimizing their exposure to high temperature plasma conditions.

The 50mm particles exhibit a rich history in terms of melting
and resolidification phenomena. Most of these particles experi-
ence partial melting. Furthermore, once out of the hot plasma
flame, some particles undergo resolidification which initiates at
their exposed surface. The melting and resolidification phenomena
are illustrated in Fig. 5 for a 50mm particle that follows the mean
trajectory of the 900 particles. As the particle enters the plasma, it
is heated and the solid-liquid interface~shown as a continuous
vertical line!moves inward until the particle reachesx540 mm.
At this point, it begins to resolidify at the surface as it enters the
lower temperature plasma field~Fig. 2!. A second solid-liquid
interface appears and moves inward. Because the secondary phase
change holds the inner regions of the particle at a nearly isother-
mal state, the primary interface remains stationary for the remain-
der of the trajectory. Presumably, an intermediate shell of molten
material is trapped between the core~that has never melted! and
an outer solid crust~which has lost its nanostructure!. The mecha-
nisms associated with the ‘‘splatting’’ phenomena of such a par-
ticle would be extremely complex and may, in turn, determine the
properties of the coating@37#.

The variations off L and f RN of all 900 ~50 mm! particles were
recorded, and are presented in Fig. 6. Note that individual data
points correspond with specific particles, while the dashed and
solid lines represent the mean behavior for the 900 particles. Al-
though individual particles may exhibit significantly different de-
grees of melting, the maximum averagef L is attained atx
540 mm, beyond which point the averagef RN remains nearly
constant~since the resolidification phenomena of Fig. 5 does not
return the material to a nanostructured state!.

The local normalized mass flux as well as the average state of
the particles~at the substrate!is reported in Fig. 7. As expected,
most of the particle flux~largestf m! occurs at the horizontal cen-
ter of the substrate~Fig. 7~a!!. The average state of the particles
~calculated within 20 spatial bins located along the horizontal and
vertical directions from the center of the substrate! also displays
symmetry about the horizontal center of the substrate. As ex-

Fig. 4 Deposition locations for „a… 30 mm, „b… 50 mm, and „c… 70
mm particles with no carrier gas injection
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pected, the normalized mass flux in they direction ~Fig. 7~b!! is
displaced downward from the center of the substrate. Retained
nanostructure is locally minimum near the center of the particle
cloud since particles at smally rapidly pass through the peak
plasma temperatures of Fig. 2, while particles at relatively large
~slightly negative!y are not heated as extensively as those near the
center of the cloud.

High Carrier Gas Flow Case. Here, the more realistic sce-
nario of a non-zero carrier gas exit velocity (Vcg515 m/s) is con-
sidered. The particle injection velocity is retained at 5 m/s.

As carrier gas is included in the simulation, additional mixing
between the two gas streams leads to a higher degree of turbu-
lence. In turn, the deposition locations for the three sizes of par-
ticles are spread, and are presented in Fig. 8. Compared with the
ideal case of Fig. 4, the deposition footprint is much larger, and
the particles are carried further downward from the torch axis by
the carrier gas momentum. A significant portion of the larger~50
and 70mm! particles misses the substrate~Figs. 8~b!and 8~c!!.
Symmetry of the deposition footprint about the vertical plane is
retained. Similar trends have been observed by Vardelle et al.
@10#.

Phase Change of 50mm Particles. As before, the 30mm
particles melt completely, although by the time they reach the
substrate, some of them are partially resolidified with a molten
inner core. The 70mm particles never melt and arrive at the sub-
strate withf RN51. The 50mm particles are partially molten. The
variation of f L and f RN of the 50mm particles is shown in Fig. 9.
Compared with the results of Fig. 6, less melting occurs overall,
and more nanostructure is retained, as expected since the carrier
gas cools the plasma jet. Note that although a high degree of
dispersion occurs in terms of the particle deposition locations
~Fig. 8!, a similar high degree of dispersion is not evident in thef L
and f RN values associated with the individual particles.

The spatial distribution off m and f RN is shown in Fig. 10. As
expected from the deposition locations of Fig. 8, the distribution
of f m is nearly symmetric about the plane of injection in the
x-direction~Fig. 10~a!!. However, the thermal asymmetry of Figs.
3~c! and 3~d! leads to a distinct asymmetry off RN with more
retained nanostructure in the particles that traverse the low tem-
perature regions of the plasma jet. The presence of the carrier gas
leads to very differenty distributions off m and f RN relative to the
base case of Fig. 7. Near symmetry in the local mass flux is

Fig. 5 Phase change inside a 50 mm particle „no carrier gas …. The vertical lines mark the
solid-liquid interface with n being nanostructured material, l being molten material, and s
being resolidified material.
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retained, but the carrier gas momentum pushes more particles
through the hot core of the plasma near the injection port, ulti-
mately leading to relatively high values off RN at smally.

Low Carrier Gas Flow Case. The deposition locations for
the Vcg55 m/s case are presented in Fig. 11. Now, the particle
trajectories have become significantly affected by the carrier gas,
with lateral deflectionsincreasedrelative to the highVcg case and
vertical deflectionsdecreasedrelative to the highVcg case. This
result is unexpected and remarkable, and is indicative of the
highly nonlinear nature of the problem. Presumably, a carrier gas
injection-to-plasma gas flow rate ratio exists for which the lateral
deflection of the particles is maximized. The size of the deposition
footprint is intermediate to those of theVcg515 m/s andVcg50
cases, as expected.

Phase Change of 50mm Particles. As before, the 50mm
particles are partially molten when they arrive at the substrate
with the average degree of melting intermediate to that of the
previous cases~Fig. 12!. However, the degree of scatter in thef L

~or f RN! variation along thex-axis is larger than theVcg515 m/s
case. Again, all the 30mm particles are completely molten
whereas none of the 70mm particles melts prior to deposition.
The spatial distribution of the averagef m and f RN is reported in
Fig. 13. Obviously, more particles are found to the left of the
centerline than to the right. The asymmetry of the problem that is

Fig. 6 Evolution of f L and f RN for 50 mm particles with no car-
rier gas injection

Fig. 7 Average f RN and f m for particles deposited at different
„a… horizontal and „b… vertical distances from the centerline „no
carrier gas …

Fig. 8 Deposition locations for „a… 30 mm, „b… 50 mm, and „c… 70
mm particles with VcgÄ15 mÕs
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induced by carrier gas injection leads to asymmetry in terms of
the nanostructure distribution of the particle cloud.

Summary, Conclusions, and Recommendations
This study has involved the three-dimensional, elliptic simula-

tion of APS with carrier gas injection. The study was motivated
by the desire to identify new processing parameters relevant to the
delivery of partially-molten nanostructured powder to the
substrate.

The main contribution of this study is the development of a
comprehensive model which predicts fully three-dimensional be-
havior of a plasma spray with carrier gas injection. The effects of
the three dimensionality upon powder particle melting and reso-
lidification are accounted for. For the conditions considered here,
it is clear that carrier gas injection plays a major role in determin-
ing the trajectory and dispersion of the sprayed particles. How-
ever, the influence of carrier gas injection on the nanostructure
and liquid fraction of the average particle, is deemed to be minor
~although noticeable! relative to the sensitivity of the particle’s

state upon the particle’s size. Considerable asymmetry of the par-
ticle’s state about the plane of injection is induced by the carrier
gas under certain operating conditions. This asymmetry may be
significant, and might be exploited to, for example, deposit func-
tionally graded coatings@38#. The microstructure of such coatings
might be significantly altered by minor modifications in the pro-
cess such as, for example, sweeping the plasma torch in a vertical

Fig. 9 Evolution of f L and f RN for 50 mm particles with Vcg
Ä15 mÕs

Fig. 10 Average f RN and f m for particles deposited at different
„a… horizontal and „b… vertical distances from the centerline
„VcgÄ15 mÕs…

Fig. 11 Deposition locations for „a… 30 mm, „b… 50 mm, and „c…
70 mm particles with VcgÄ5 mÕs
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direction as opposed to a horizontal direction during spraying. The
efficiency with which novel~and expensive!materials may be
applied to a substrate will also depend strongly on the size distri-
bution of the powder and processing conditions, and may depend
upon the sweep direction of the plasma torch.

Obviously, inclusion of plasma chemistry will alter the quanti-
tative results reported here. However, inclusion of detailed chem-
istry in the model is not expected to impact the ability of the
carrier gas to redirect the plasma, change the particle trajectories,
affect the particles’ state, or induce variations in the particle’s
state about the center plane of the plasma torch. Inclusion of par-
ticle loading effects~momentum and heat transfer coupling be-
tween the particles and gases! will lead to quenching of the gases
~and cooler particle temperatures! but, as with plasma chemistry,
is not expected to change the general conclusions drawn here.

Appendix
A comparison of predictions with experimental data has been

made. Actual plasma torch~Metco 9MB equipped with a GH
nozzle!operating conditions~14.4 kW electrical input power, with
0.78731023 kg/s of 80:20 Ar-H2! yielded Tj512 000 K ~mea-
sured!and Vj5600 m/s~calculated, assuming ideal gas!. These
values were used in the model in order to compare measurements
with the predictions. Experimental measurement of the plasma
temperature distribution was made using optical diagnostic meth-
ods by Semenov and Cetegen@39#. The axial variation in center-
line temperatures is presented in Fig. 14, and the agreement be-
tween measurement and prediction is reasonably good.
Differences near the exit (x50.01 m) are attributed to uncertain-
ties in the plasma properties used in the simulation. A comparison
between measurements and predictions with carrier gas injection
is difficult because the data analysis technique employed~Abel’s
inversion of spectroscopic information! is based upon the assump-
tion of axisymmetric plasma jet structure.
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Nomenclature

mi 5 mass fraction of the speciei
f L 5 fraction of molten material in a particle
f m 5 fraction of total powder sprayed

f RN 5 minimum unmelted fraction of material in a particle
k 5 kinetic energy of turbulence, m2/s2

Lstdf5 torch to target stand-off distance, m
qr 5 radiative flux, W/m2

V 5 velocity, m/s
x 5 horizontal coordinate, along torch centerline, origin at

torch exit
y 5 vertical coordinate, origin at torch axis
z 5 horizontal coordinate, perpendicular tox-direction~on

substrate!
« 5 turbulent kinetic energy dissipation rate, m2/s3

Subscripts

cg 5 carrier gas
eff 5 effective value

j 5 plasma jet exit conditions
p 5 particle conditions

Fig. 12 Evolution of f L and f RN for 50 mm particles with Vcg
Ä5 mÕs

Fig. 13 Average f RN and f m for particles deposited at different
„a… horizontal and „b… vertical distances from the centerline
„VcgÄ5 mÕs…

Fig. 14 Comparison of predicted and measured centerline
temperatures
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